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## Equiangular lines question

What is the maximum number of lines $N(d)$ through the origin in $\mathbb{R}^{d}$, $d \geq 2$, such that the angle between any pair of lines is equal?

For example, we could pick our lines to be the $x_{1}$-axis, $x_{2}$-axis, ... , and $x_{d}$-axis, in which case the angle between any pair of lines is $\pi / 2$. This means $N(d) \geq d$; in general one can do better. In [2], Greaves, Koole, Munemasa, and Szöllősi give (for example) $N(2)=3, N(3)=N(4)=6$, $N(15)=36$; but the problem is still open for $d=14,16 \leq d \leq 20$, and $d \geq 42$.
This set of lines forms a frame in a natural way; Jasper, Mixon, and Fickus use frames to give applications of this problem to coding theory in [3].
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## Signal processing

When transmitting a signal, the process is very similar. The elements we wish to describe are functions, and the basis is typically the celebrated Fourier basis, which consists (up to normalizations) of

$$
f(t)=\left\{\sin (n t), \cos (n t) \mid n \in \mathbb{Z}_{+}\right\}
$$

In this context the study of frames has powerful applications to signal processing, wavelets, and data compression (see [1]).
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## Definition

A Hilbert space $\mathcal{H}$ is an inner product space which is complete relative to the induced norm (which means that all Cauchy sequences in $\mathcal{H}$ converge).

Both of the examples of inner product spaces from last slide are also Hilbert spaces.

## What is a frame (for real this time)?

Now we are ready to define a frame.

## What is a frame (for real this time)?

Now we are ready to define a frame.

## Definition

In a Hilbert space $\mathcal{H}$, a frame is a subset $F=\left\{\varphi_{i}\right\}_{i \in I}$ such that:

## What is a frame (for real this time)?

Now we are ready to define a frame.

## Definition

In a Hilbert space $\mathcal{H}$, a frame is a subset $F=\left\{\varphi_{i}\right\}_{i \in I}$ such that:
(1) The elements of $F$ span $\mathcal{H}$.

## What is a frame (for real this time)?

Now we are ready to define a frame.

## Definition

In a Hilbert space $\mathcal{H}$, a frame is a subset $F=\left\{\varphi_{i}\right\}_{i \in I}$ such that:
(1) The elements of $F$ span $\mathcal{H}$.
(2) There exist uniform positive constants $A, B$ such that

$$
A\|x\|^{2} \leq \sum_{i \in I}\left|\left\langle x, \varphi_{i}\right\rangle\right|^{2} \leq B\|x\|^{2}
$$

for all $x \in \mathcal{H}$.

## What is a frame (for real this time)?

Now we are ready to define a frame.

## Definition

In a Hilbert space $\mathcal{H}$, a frame is a subset $F=\left\{\varphi_{i}\right\}_{i \in I}$ such that:
(1) The elements of $F$ span $\mathcal{H}$.
(2) There exist uniform positive constants $A, B$ such that

$$
A\|x\|^{2} \leq \sum_{i \in I}\left|\left\langle x, \varphi_{i}\right\rangle\right|^{2} \leq B\|x\|^{2}
$$

for all $x \in \mathcal{H}$.
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In the infinite case, things are a bit more complicated since we need to ensure positivity (since $A>0$ ) and finiteness (since $B<\infty$ ). Fortunately, we will be dealing mostly with the finite case.
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& B_{F}=\sup _{x \neq 0 \in \mathcal{H}} t_{F}(x)
\end{aligned}
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Note that since $t_{F}(a x)=t_{F}(x)$ for all nonzero scalars $a$, it suffices to consider $\|x\|=1$ in the equations above. This also means that if $\operatorname{dim}(\mathcal{H})$ is finite, the inf and sup above are actually attained.
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## Definition

The obscurity $\Omega(F)$ of a frame $F$ is defined as

$$
\Omega(F)=\frac{B_{F}}{A_{F}}
$$

The obscurity is independent of scaling and rotation about the origin. We would like the obscurity to be small to make a better frame.

## Definition

A frame is tight if $\Omega(F)=1$.
A tight frame is Parseval if $A_{F}=B_{F}=1$.
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So $A_{F}=B_{F}=3 / 2$, meaning the Mercedes-Benz frame is tight $(\Omega(F)=1)$. It's not Parseval; we could make it Parseval by scaling the $\varphi_{i}$ by a factor of $\sqrt{2 / 3}$.
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In the previous example, the main problem was that as $\alpha \rightarrow 0$, the vector $x$ could be close to orthogonal to all three vectors at once, so $A_{F}$ could get very small. This wasn't an issue in the Mercedes-Benz frame, because the symmetry of that frame meant that no vector could get too close or too far from all of the frame vectors at once.
In short, the obscurity measures how far from symmetry our frame is (in a certain sense).

## Question

Given a large frame, under what conditions does there exist a smaller frame of specified size with small obscurity?
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In order to answer our questions, we adopt the following strategy:

- Given an original frame $F$, use some condition on $F$ to find some "nice" subframes.
- Using the definition of obscurity, bound the obscurity of these small frames.
- Take the union of these small frames to get our desired frame.

The last step relies on the following lemma.
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In other words, if we glue two frames together, the resultant frame is no worse than the frames we started with.
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where the second inequality follows from the general fact that for all $a, b, c, d>0, \frac{a+b}{c+d} \leq \max \left(\frac{a}{c}, \frac{b}{d}\right)$.
This completes the proof of the lemma; using this we can build frames out of smaller ones.
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If $d>2$ we need a stronger condition on $F$ to get a good bound on $A_{E}$.

## A word on angles

Incidentally, the angle between two vectors $x, y$ is defined as the unique $\theta \in[0, \pi / 2]$ such that

$$
\cos \theta=\frac{|\langle x, y\rangle|}{\|x \mid\| y \|}
$$
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## A word on angles

Incidentally, the angle between two vectors $x, y$ is defined as the unique $\theta \in[0, \pi / 2]$ such that

$$
\cos \theta=\frac{|\langle x, y\rangle|}{\|x \mid\| y \|}
$$

The reason for this nonstandard definition is that replacing a vector $\varphi_{i}$ in a frame by $-\varphi_{i}$ does not affect obscurity since $\left|\left\langle x, \varphi_{i}\right\rangle\right|^{2}=\left|\left\langle x,-\varphi_{i}\right\rangle\right|^{2}$. So in effect we want to measure the angle between lines and not vectors.
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## $A_{E}$ in higher dimensions

In higher dimensions we need the following (stronger) assumptions to get the following (stronger) result:

## Theorem

Suppose we have a frame $F$ consisting of $n$ nonzero unit vectors in $\mathbb{R}^{d}$, and $d \mid k \leq n$. Suppose further that there exists an orthonormal basis $\left\{f_{i}\right\}$ and an angle $\gamma<\pi / 4$ such that for each $f_{i}$ there exist at least $k / d$ vectors of $F$ with angle $\leq \gamma$ from $f_{i}$. Then there exists a subframe $E$ of $F$ with

- $A_{E} \geq 1-\gamma$
- $B_{E} \leq 1+\gamma$

This means $\Omega(E) \leq \frac{1+\gamma}{1-\gamma}$.
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## Theorem

Suppose we pick $N$ points uniformly at random on the unit circle, and $2 \ll r \ll N$ with $2 \mid r$. Then for any $k>2,2 \mid k$, there is a $\geq q$ probability of finding a subframe $F$ with $|F|=k$ and

$$
\Omega(F) \leq \operatorname{ctn}^{2}(\pi / 4-\pi / r)=\tan ^{2}(\pi / 4+\pi / r)
$$

so long as

$$
\Phi^{*}(2 k) \leq \sqrt{\frac{2(1-q)}{r}}
$$

where $\Phi^{*}$ is the cdf of a normal distribution with mean $N$ and standard deviation $\sqrt{N(r-1)}$.

## Unpacking this theorem
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\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$.

## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$. Then we get that for 1000 points, distributed randomly on a circle, the probability of having a subframe of size $k$ with obscurity at most $\tan ^{2}(\pi / 4+\pi / 100) \approx 1.134$ is at least:

## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$. Then we get that for 1000 points, distributed randomly on a circle, the probability of having a subframe of size $k$ with obscurity at most $\tan ^{2}(\pi / 4+\pi / 100) \approx 1.134$ is at least:

$$
.999958 \quad(k=10)
$$

## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$. Then we get that for 1000 points, distributed randomly on a circle, the probability of having a subframe of size $k$ with obscurity at most $\tan ^{2}(\pi / 4+\pi / 100) \approx 1.134$ is at least:

$$
.999958 \quad(k=10) \quad .998486 \quad(k=100)
$$

## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}}
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$. Then we get that for 1000 points, distributed randomly on a circle, the probability of having a subframe of size $k$ with obscurity at most $\tan ^{2}(\pi / 4+\pi / 100) \approx 1.134$ is at least:
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## Unpacking this theorem

Equivalently:

$$
\frac{1}{\sqrt{2 \pi N(r-1)}} \int_{-\infty}^{2 k} e^{-\frac{(t-N)^{2}}{2 N(r-1)}} d t \leq \sqrt{\frac{2(1-q)}{r}} .
$$

This looks ghastly; but it's quite useful. Suppose we let $N=1000$ and $r=100$. Then we get that for 1000 points, distributed randomly on a circle, the probability of having a subframe of size $k$ with obscurity at most $\tan ^{2}(\pi / 4+\pi / 100) \approx 1.134$ is at least:

$$
.999958 \quad(k=10) \quad .998486 \quad(k=100) \quad .486196 \quad(k=300)
$$

Results in higher dimensions, though, would require bounds on sphere packings which are still open problems!
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