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Abstract

The goal of this work is to treat the main boundary value problems for the Stokes system, i.e.,

(i) the Dirichlet problem with $L^p$-data and nontangential maximal function estimates,
(ii) the Neumann problem with $L^p$-data and nontangential maximal function estimates,
(iii) the Regularity problem with $L^p_1$-data and nontangential maximal function estimates,
(iv) the transmission problem with $L^p$-data and nontangential maximal function estimates,
(v) the Poisson problem with Dirichlet condition in Besov-Triebel-Lizorkin spaces,
(vi) the Poisson problem with Neumann condition in Besov-Triebel-Lizorkin spaces,

in Lipschitz domains of arbitrary topology in $\mathbb{R}^n$, for each $n \geq 2$. Our approach relies on boundary integral methods and yields constructive solutions to the aforementioned problems.
1 Introduction

1.1 Description of main well-posedness results

Informally speaking, the goal of the present work is to prove optimal well-posedness results for (homogeneous and inhomogeneous) boundary-value problems for the Stokes system in Lipschitz domains with arbitrary topology, in all space dimensions and for all major types of boundary conditions (Dirichlet, Neumann, transmission). The boundary data is selected from Lebesgue, Sobolev, Hardy, Besov and Triebel-Lizorkin spaces and the smoothness of the solutions is measured accordingly.

At the core of our analysis is the transmission problem for the Stokes system, on which we wish to elaborate first. Let \( \Omega \) be a Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and define \( \Omega_+ := \Omega \) and \( \Omega_- = \mathbb{R}^n \setminus \Omega \).

The transmission boundary value problem for the Stokes system studied here is of the type

\[
\begin{cases}
\Delta \bar{u}_\pm = \nabla \pi_\pm & \text{in } \Omega_\pm, \\
\text{div } \bar{u}_\pm = 0 & \text{in } \Omega_\pm, \\
\bar{u}_+|_{\partial \Omega} - \bar{u}_-|_{\partial \Omega} = \bar{g} \in L^1_p(\partial \Omega), \\
\partial_\nu^\lambda(\bar{u}_+, \pi_+) - \mu \partial_\nu^\lambda(\bar{u}_-, \pi_-) = \bar{f} \in L^p(\partial \Omega), \\
M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega).
\end{cases}
\]  

Here, \( \Delta \) is the Laplacian, \( \mu \in [0, 1) \) is a fixed parameter, and \( \nu := \nu_+ \) is the outward unit normal to \( \Omega_+ \). For \( 1 < p < \infty \), \( L^1_p(\partial \Omega) \) is the classical \( L^p \)-based Sobolev spaces of order one on \( \partial \Omega \), \( M \) denotes the non-tangential maximal operator (cf. (2.5)), and

\[
\partial_\nu^\lambda(\bar{u}_\pm, \pi_\pm) := (\nabla \bar{u}_\pm^\top + \lambda \nabla \bar{u}_\pm)\bar{v} - \pi_\pm \bar{v}
\]

is a family of co-normal derivatives, indexed by a parameter \( \lambda \in \mathbb{R} \) (more detailed definitions are given in subsequent chapters). In this way, we can simultaneously treat various types of Neumann boundary conditions. For example, when \( \lambda = 0 \), (1.2) corresponds to the co-normal derivative treated in [34], whereas when \( \lambda = 1 \), (1.2) corresponds to the “slip condition” considered in [23].

Two closely related boundary value problems are the Neumann problem and the Dirichlet problem with (maximally) regular data:

\[
\begin{cases}
\Delta \bar{u} = \nabla \pi & \text{in } \Omega, \\
\text{div } \bar{u} = 0 & \text{in } \Omega, \\
\partial_\nu^\lambda(\bar{u}, \pi) = \bar{f} \in L^p(\partial \Omega), \\
M(\nabla \bar{u}), M(\pi) \in L^p(\partial \Omega).
\end{cases}
\]  

(1.1)

\[
\begin{cases}
\Delta \bar{u} = \nabla \pi & \text{in } \Omega, \\
\text{div } \bar{u} = 0 & \text{in } \Omega, \\
\bar{u}|_{\partial \Omega} = \bar{g} \in L^1_p(\partial \Omega), \\
M(\nabla \bar{u}), M(\pi) \in L^p(\partial \Omega).
\end{cases}
\]  

(1.3)

From this point forth, we will refer to (R) as the Regularity problem. Fabes, Kenig, and Verchota proved in [34] that (N) and (R) are well-posed if \( 2 - \varepsilon < p < 2 + \varepsilon \), where \( \varepsilon = \varepsilon(\partial \Omega) > 0 \). Building on the work in [21], [75], Z. Shen has established in [82] a weak maximum principle for the Dirichlet problem for the Stokes system in Lipschitz domains in \( \mathbb{R}^3 \). Interpolating this \( L^\infty \) bound with the \( L^p \)-estimates from [34] with \( p \) near 2 shows that the Dirichlet problem for the Stokes system in three-dimensional Lipschitz domains with data in \( L^p \) is solvable whenever \( 2 - \varepsilon < p < \infty \). However, as pointed out by P. Deuring on p. 16 of [29], “this leaves open the question of whether these solutions...”
may be constructed by means of the boundary layer method, and how to deal with exterior problems and slip boundary conditions.”

With these aims in mind, let us briefly discuss the relevance of the transmission problem itself. From a physical point of view, the transmission problem

\[
(T) \quad \begin{cases}
\mu_{\pm} \Delta \tilde{u}_{\pm} = \nabla \pi_{\pm} \quad \text{in} \quad \Omega_{\pm}, \\
\text{div} \, \tilde{u}_{\pm} = 0 \quad \text{in} \quad \Omega_{\pm}, \\
\tilde{u}_{+} |_{\partial \Omega} - \tilde{u}_{-} |_{\partial \Omega} = \tilde{g}, \\
\sigma^{\lambda} \tilde{u}_{+} - \sigma^{\lambda} \tilde{u}_{-} = \tilde{f},
\end{cases}
\]

(1.4)

where

\[
\sigma^{\lambda} \tilde{u}_{\pm} := \mu_{\pm} (\nabla \tilde{u}_{\pm}^{\top} + \lambda \nabla \tilde{u}_{\pm}) \nu - \pi_{\pm} \nu,
\]

(1.5)

describes the flow of a viscous incompressible fluid within and around a stationary particle occupying the domain \( \Omega_{+} \) which is further embedded into a second porous medium \( \Omega_{-} \). In this context, \( \tilde{u}_{+} \) and \( \pi_{+} \) are the volume-averaged fluid velocity and pressure fields of the inner flow, whereas \( \tilde{u}_{-} \) and \( \pi_{-} \) have analogous roles for the outer flow. In the specific case when \( \lambda = 1 \), this is a standard problem that arises when studying the low Reynolds number deformation of a viscous drop immersed in another fluid (see [78]; [76], Sec. 7.2). Here, \( \mu_{+} \) denotes the viscosity of the drop, while \( \mu_{-} \) denotes the viscosity of the surrounding fluid. The case when \( \tilde{g} = 0 \) is often of particular interest, since this introduces the physically relevant restriction that the velocities \( \tilde{u}_{+} \) and \( \tilde{u}_{-} \) must match on the boundary. The reader is referred to M. Kohr and I. Pop’s monograph [55] for a more detailed discussion in this regard and for ample references to the engineering literature dealing with transmission problems for the Stokes system.

If we re-denote the term \( \mu_{\pm} \tilde{u}_{\pm} \) in (1.4) as simply \( \tilde{u}_{\pm} \) and let \( \mu := \mu_{-}/\mu_{+} \) denote the ratio of the viscosities of the two fluids, we can rewrite the transmission problem in the form

\[
(T_{\mu}^{1}) \quad \begin{cases}
\Delta \tilde{u}_{\pm} = \nabla \pi_{\pm} \quad \text{in} \quad \Omega_{\pm}, \\
\text{div} \, \tilde{u}_{\pm} = 0 \quad \text{in} \quad \Omega_{\pm}, \\
\mu \tilde{u}_{+} |_{\partial \Omega} - \tilde{u}_{-} |_{\partial \Omega} = \tilde{g}, \\
\partial_{\nu}^{\lambda} (\tilde{u}_{+, \pi_{+}}) - \partial_{\nu}^{\lambda} (\tilde{u}_{-, \pi_{-}}) = \tilde{f}.
\end{cases}
\]

(1.6)

Above, we have also re-denoted the term \( \mu_{-} \tilde{g} \) as simply \( \tilde{g} \), but since we will be interested in considering these problems for general values of \( \tilde{f} \) and \( \tilde{g} \), this is of little consequence. Going one step further, if we replace \( \pi_{\pm} \) with \( \mu_{\pm} \pi_{\pm} \) and \( \tilde{f} \) with \( \mu_{+} \tilde{f} \) in (1.4), we can write a third form of the transmission problem,

\[
(T_{\mu}^{2}) \quad \begin{cases}
\Delta \tilde{u}_{\pm} = \nabla \pi_{\pm} \quad \text{in} \quad \Omega_{\pm}, \\
\text{div} \, \tilde{u}_{\pm} = 0 \quad \text{in} \quad \Omega_{\pm}, \\
\tilde{u}_{+} |_{\partial \Omega} - \tilde{u}_{-} |_{\partial \Omega} = \tilde{g}, \\
\partial_{\nu}^{\lambda} (\tilde{u}_{+, \pi_{+}}) - \mu \partial_{\nu}^{\lambda} (\tilde{u}_{-, \pi_{-}}) = \tilde{f}.
\end{cases}
\]

(1.7)
Since the viscosities $\mu_+$ and $\mu_-$ are positive numbers, these changes have no effect on the solvability of these problems, and so, throughout our work, we will consider the form of the transmission problem that is most convenient for the particular goals we have in mind. One advantage of these last two descriptions comes from analyzing the limiting cases. For example, if we consider the case when $\mu_- \ll \mu_+$, studying $(T^1_\mu)$ for $\mu = 0$ yields information about the Regularity problem $(R)$ in $\Omega_-$, and studying $(T^2_\mu)$ for $\mu = 0$ yields information about the Neumann problem $(N)$ in $\Omega_+$. Similarly, if $\mu_+ \ll \mu_-$, analyzing $(T^1_\mu)$ and $(T^2_\mu)$ will lead to results for the Regularity problem $(R)$ in $\Omega_+$ and for the Neumann problem $(N)$ in $\Omega_-$. Our main results are as follows (the reader is referred to the subsequent chapters for the relevant notation employed below):

**Theorem 1.1** Assume that $\Omega \subset \mathbb{R}^n$, $n \geq 2$, is a bounded Lipschitz domain and set $\Omega_+ := \Omega$, $\Omega_- := \mathbb{R}^n \setminus \bar{\Omega}$. Also, fix $\mu \in (0, 1)$ and $\lambda \in (-1, 1]$. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for each

$$\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon,$$

the transmission boundary value problem, concerned with finding two pairs of functions $(\bar{u}_\pm, \pi_\pm)$ in $\Omega_\pm$ satisfying

$$\begin{cases}
\Delta \bar{u}_\pm = \nabla \pi_\pm, & \text{div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm, \\
M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega), \\
\bar{u}_+|_{\partial \Omega} - \bar{u}_-|_{\partial \Omega} = \bar{g} \in h^1_\mu(\partial \Omega), \\
\partial^\lambda_\nu(\bar{u}_+, \pi_+ - \mu \partial^\lambda_\nu(\bar{u}_-, \pi_-) = \bar{f} \in h^p(\partial \Omega),
\end{cases}$$

(1.9)

and the decay conditions

$$\bar{u}_-(x) = \begin{cases}
O(|x|^{2-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\
-\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \text{ if } n = 2,
\end{cases}$$

(1.10)

$$\partial_j \bar{u}_-(x) = -\frac{1}{\mu} (\partial_j E)(x) \left( \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-n}) \text{ as } |x| \to \infty, \ 1 \leq j \leq n,$$

(1.11)

$$\pi_-(x) = \begin{cases}
O(|x|^{1-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\
\frac{1}{\mu} \left( \langle \nabla E \Delta \rangle(x), \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-2}) & \text{as } |x| \to \infty, \text{ if } n = 2,
\end{cases}$$

(1.12)

has a unique solution. In addition, there exists $C > 0$ such that

$$\|M(\nabla \bar{u}_\pm)\|_{L^p(\partial \Omega)} + \|M(\pi_\pm)\|_{L^p(\partial \Omega)} \leq C\|\bar{g}\|_{h^1_\mu(\partial \Omega)} + C\|\bar{f}\|_{h^p(\partial \Omega)}.$$ 

(1.13)

In the previous theorem as well as in the following results, the Hardy space $h^p(\partial \Omega)$, and its regular version $h^1_\mu(\partial \Omega)$, are as defined in (2.97).
Theorem 1.2 Assume that $\Omega \subset \mathbb{R}^n$, $n \geq 2$, is a bounded Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for each

\begin{align*}
2 - \varepsilon < p < \infty & \quad \text{if } n = 2, 3, \\
2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon & \quad \text{if } n \geq 4,
\end{align*}

the interior Dirichlet boundary value problem

\begin{equation}
\begin{cases}
\Delta \vec{u} = \nabla \pi, & \text{div } \vec{u} = 0 \quad \text{in } \Omega, \\
M(\vec{u}) \in L^p(\partial \Omega), \\
\vec{u} \big|_{\partial \Omega} = \vec{f} \in L^p_{\nu}(\partial \Omega),
\end{cases}
\end{equation}

has a solution, which is unique modulo adding functions which are locally constant in $\Omega$ to the pressure term. In addition, there exists a finite constant $C > 0$ such that

\begin{equation}
\|M(\vec{u})\|_{L^p(\partial \Omega)} \leq C\|\vec{f}\|_{L^p(\partial \Omega)}.
\end{equation}

Similar results are valid for the exterior Dirichlet problem, formulated much as (1.16) with the additional decay conditions

\begin{align*}
\vec{u}(x) &= \begin{cases}
O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
E(x)\vec{A} + O(1) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \\
\partial_j \vec{u}(x) &= \begin{cases}
O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\partial_j E(x)\vec{A} + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \\
\pi(x) &= \begin{cases}
O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
(\nabla E(x), \vec{A}) + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases}
\end{align*}

for some a priori given constant $\vec{A} \in \mathbb{R}^2$. Also, the standard nontangential maximal operator in (1.17) should be replaced by its truncated version.

Here we wish to mention that, while this work was in its final stages of preparation, we have learned that the case of the interior Dirichlet problem in which the Lipschitz domain $\Omega \subset \mathbb{R}^n$ has a connected boundary and $n \geq 4$ has also been treated by J. Kilty in [54], using a different approach. The limiting case $p = \infty$ has been dealt with by Z. Shen in [82] for Lipschitz domains in $\mathbb{R}^3$. In [82], Shen also establishes the well-posedness of the Dirichlet problem in three-dimensional Lipschitz domains with connected boundary for data in the Hölder space $C^\alpha(\partial \Omega)$, with $0 < \alpha < \alpha_o$. Here we give another proof of this result, via integral operators. In addition, we also treat the case of the Dirichlet problem for the Stokes system in the case in which the data is from BMO and the solution satisfies Carleson measure estimates. See Theorem 9.16 and Theorem 9.17 for details.

Our next result concerns the so-called Regularity problem, and is a version of the Dirichlet problem (1.16) corresponding to the case when the boundary data is maximally regular (i.e., belonging to boundary Hardy and Sobolev spaces of order one).
**Theorem 1.3** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for each $p$ as in (1.8), the interior Regularity boundary value problem

\[
\begin{cases}
\Delta \tilde{u} = \nabla \pi, & \text{div } \tilde{u} = 0 \quad \text{in } \Omega, \\
M(\nabla \tilde{u}), M(\pi) \in L^p(\partial \Omega), \\
\tilde{u} \big|_{\partial \Omega} = \tilde{f} \in h^p_{1, \nu+}(\partial \Omega),
\end{cases}
\tag{1.21}
\]

has a solution which is unique modulo adding functions which are locally constant in $\Omega$ to the pressure.

In addition, there exists a finite constant $C > 0$ such that

\[
\|M(\nabla \tilde{u})\|_{L^p(\partial \Omega)} + \|M(\pi)\|_{L^p(\partial \Omega)} \leq C \|	ilde{f}\|_{h^p_{1, \nu+}(\partial \Omega)}.
\tag{1.22}
\]

Similar results are valid for the exterior Regularity problem, formulated much as (1.21) with the additional decay conditions (1.18)-(1.20).

**Theorem 1.4** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded Lipschitz domain and fix $\lambda \in (-1, 1]$. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for each $p$ as in (1.8) the interior Neumann boundary value problem

\[
\begin{cases}
\Delta \tilde{u} = \nabla \pi, & \text{div } \tilde{u} = 0 \quad \text{in } \Omega, \\
M(\nabla \tilde{u}), M(\pi) \in L^p(\partial \Omega), \\
\partial_j \lambda \nu(\tilde{u}, \pi) = \tilde{f} \in h^p(\partial \Omega),
\end{cases}
\tag{1.23}
\]

has a solution if and only if

\[
\tilde{f} \in \text{Im} \left( -\frac{1}{2} I + K^* : h^p_{\Psi^\lambda}(\partial \Omega) \to h^p_{\Psi^\lambda}(\partial \Omega) \right).
\tag{1.24}
\]

Moreover, this solution is unique modulo adding to the velocity field functions from $\Psi^\lambda(\Omega)$. In addition, there exists a finite constant $C > 0$ such that

\[
\|M(\nabla \tilde{u})\|_{L^p(\partial \Omega)} + \|M(\pi)\|_{L^p(\partial \Omega)} \leq C \|	ilde{f}\|_{h^p(\partial \Omega)}.
\tag{1.25}
\]

Finally, a similar result holds for the exterior domain $\mathbb{R}^n \setminus \Omega$ after including the decay conditions

\[
\tilde{u}(x) = \begin{cases}
O(|x|^{-2-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
E(x) \left( \int_{\partial \Omega} \tilde{f} d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases}
\tag{1.26}
\]

\[
\partial_j \tilde{u}(x) = (\partial_j E)(x) \left( \int_{\partial \Omega} \tilde{f} d\sigma \right) + O(|x|^{-n}) & \text{as } |x| \to \infty, \quad 1 \leq j \leq n,
\tag{1.27}
\]

\[
\pi(x) = \begin{cases}
O(|x|^{-1-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\langle (-\nabla E_\Delta)(x), \int_{\partial \Omega} \tilde{f} d\sigma \rangle + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2.
\end{cases}
\tag{1.28}
\]
More precisely, a solution to the exterior problem satisfying the above decay conditions exists if and only if

\[ \vec{f} \in \text{Im} \left( \frac{1}{2} I + K^\lambda_\gamma : h^{\infty}_\Psi(\partial \Omega) \to h^p(\partial \Omega) \right), \]  

and solutions are unique modulo adding to the velocity field functions from \( \Psi^\lambda(\mathbb{R}^n \setminus \bar{\Omega}) \).

Our approach is based on boundary integral methods, and for each of the problems listed in Theorems 1.1-1.4, we are able to represent the solution in terms of hydrostatic layer potentials. In this strategy, one is led to study the invertibility properties of certain principal-value singular integral operators on Lipschitz surfaces. These operators are of Calderón-Zygmund type, so their boundedness on Lebesgue and Hardy type spaces follows from known results. The key ingredient in proving the invertibility of these operators is obtaining bounds from below. We accomplish this by devising some new Rellich type identities for the Stokes system.

The most physically relevant Neumann-type boundary condition is the so-called “slip condition,” corresponding to (1.2) with \( \lambda = 1 \). Interestingly, it is precisely this boundary condition which is most challenging from the point of view of our analytical treatment. This is because the usefulness of the Rellich type identities alluded to above is substantially diminished when \( \lambda = 1 \), due to the fact that the quadratic energy form associated with (1.2) when \( \lambda = 1 \) is only semi-positive definite (as opposed to being strictly positive definite when \( |\lambda| < 1 \)). This difficulty was first encountered by Dahlberg, Fabes, Kenig and Verchota in their work on the \( L^2 \) Dirichlet and Neumann problems for the Stokes and Lamé systems in [23], [34]. As a remedy, these authors have developed some auxiliary estimates, which they termed boundary Korn inequalities, which were specifically designed to compensate for the lack of coerciveness of the Rellich estimates.

In the case of the transmission boundary value problem for the Stokes system considered here, these Korn inequalities fail to be as useful as they have been in the aforementioned works. This has to do with the very nature of the transmission problem in which two (pairs) of solutions \((\vec{u}_+, \pi_+\) and \((\vec{u}_-, \pi_-)\), which interact across the Lipschitz interface, are considered simultaneously. In this scenario, deriving Korn inequalities for each of them separately is of little value since, in turn, these inequalities cannot be further combined algebraically in order to relate them to the transmission boundary data, i.e.,

\[
\vec{u}_+|_{\partial \Omega} - \vec{u}_-|_{\partial \Omega} \quad \text{and} \quad \partial_{\nu}^\lambda(\vec{u}_+, \pi_+) - \mu \partial_{\nu}^\lambda(\vec{u}_-, \pi_-). \tag{1.30}
\]

The technical innovation we develop in order to address this significant issue is to produce some more elaborate Rellich type identities which, by design, have Korn-like identities built directly into them. The upshot of this is that working with identities in place of estimates is amenable to algebraic manipulations which can then fully take advantage of the transmission-like interaction between \((\vec{u}_+, \pi_+)\) and \((\vec{u}_-, \pi_-)\).

All the above considerations are relevant in the treatment of boundary value problems with \( L^2 \) data. As already suggested above, the central role in our treatment is played by the transmission problem. Subsequently, we explain how the Dirichlet/Regularity and Neumann problems can be viewed as limiting cases of this. To obtain well-posedness results for \( L^p \)-data with \( p \neq 2 \), following the seminal work of Dahlberg-Kenig [20], [21], we rely on atomic estimates in dimensions \( n = 2, 3 \), and on a recent remarkable advance of Z. Shen [83] in dimensions \( n \geq 4 \). Shen’s original scheme is to start with the \( L^2 \) theory, then prove \( L^p \) results for \( p > 2 \) (the critical \( p \) corresponding to the
Sobolev exponent in the embedding $L^2(\partial \Omega) \hookrightarrow L^p(\partial \Omega)$ using certain reverse Hölder estimates, and finally interpolate. This cannot be directly applied in our setting since the natural range of $p$’s for which the $L^p$-transmission problem is solvable is a subset of $(1, 2]$. We overcome this difficulty by introducing and solving a suitable dual transmission problem.

As is well-known, in the case of the Dirichlet boundary value problem for the Stokes system, i.e. for

\[ \Delta \vec{u} = \nabla \pi, \quad \text{div } \vec{u} = 0 \quad \text{in } \Omega, \quad \vec{u} \bigg|_{\partial \Omega} = \vec{f}, \]  

the boundary datum $\vec{f}$ satisfies the necessary compatibility condition

\[ \int_{\partial \Omega} \langle \nu, \vec{f} \rangle \, d\sigma = 0 \]  

whenever $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain. This creates the following technical difficulty when addressing the issue of well-posedness of (1.31) for a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ when the boundary datum $\vec{f}$ belongs to the (regular) Hardy space $h^{1,p}_{at}(\partial \Omega)$, $\frac{n-1}{n} < p \leq 1$. The latter is the $\ell^p$-span of certain building blocks (satisfying suitable support, size, and smoothness conditions), called regular atoms. Hence, it is natural to seek a solution for (1.31) when $\vec{f} = \sum_j \lambda_j a_j$ with $(\lambda_j)_j \in \ell^p$ and the $a_j$’s regular atoms, as $\vec{u} = \sum_j \lambda_j \vec{u}_j$, where $\vec{u}_j$ solves (1.31) for the boundary datum $a_j$. However, even though the original datum $\vec{f}$ satisfies the necessary compatibility condition (1.32), there is no guarantee that each individual atom $a_j$ does. We overcome this issue by first addressing the solvability of (1.31) in the case when $\Omega \subset \mathbb{R}^n$ is the unbounded domain lying above the graph of a (real-valued) Lipschitz function. In this setting, condition (1.32) no longer plays a role. We then develop appropriate localization techniques (carried out at the level of singular integral operators) in order to eventually handle the case of bounded Lipschitz domains. This idea influences our overall strategy in dealing with all types of boundary conditions for the Stokes system treated in our work.

Having developed a satisfactory theory for the Stokes system with $L^p$ (and atomic) data and nontangential maximal function estimates, we next consider the inhomogeneous Stokes problem on Besov-Triebel-Lizorkin spaces in Lipschitz domains. The key idea is to view the former results as limiting/critical cases of the latter, and use interpolation. There are, nonetheless, significant difficulties in carrying out this program, a fact frequently noted in the literature. For example, discussing the status of the Poisson problem for the Stokes system in Lipschitz domains, P. Deuring writes on p. 3 of [30]: “We see that for solutions of the Poisson problem [for the Dirichlet Laplacian] on Lipschitz domains, a rather complete $L^p$-theory is available, whereas for the Stokes system, only a $L^2$-theory could be developed. This, admittedly, was difficult enough, but this still raises the question what to expect if $p \neq 2$.”

A related open problem, posed on p. 195 of [28], asks whether for an arbitrary bounded Lipschitz domain $\Omega$ there holds

\[ \begin{align*}
\Delta \vec{u} - \nabla \pi &= \vec{f} \in L^2(\Omega), \\
\text{div } \vec{u} &= 0 \quad \text{in } \Omega, \\
\vec{u} &\in W^{1,2}_0(\Omega), \quad \pi \in L^2(\Omega)
\end{align*} \]  

\[ \implies \vec{u} \in W^{3/2,2}(\Omega). \]  

(1.33)
A similar issue is raised in the case of Neumann boundary conditions. In the same setting, Deuring also asks if

\[
\begin{align*}
\Delta \vec{u} &= \nabla \pi \quad \text{in} \quad \Omega \\
\text{div} \vec{u} &= 0 \quad \text{in} \quad \Omega \\
M(\vec{u}) &\in L^2(\partial \Omega) \\
\end{align*}
\]

\(\implies \vec{u} \in W^{1/2,2}(\Omega). \tag{1.34}\)

Here we provide answers to the above questions and extend previous work in the literature by proving Theorem 1.5 and Theorem 1.6 below. In order to facilitate stating them, we introduce some notation. Let \(B^{p,q}_\alpha(\mathbb{R}^n)\) and \(F^{p,q}_\alpha(\mathbb{R}^n)\) denote the standard Besov and Triebel-Lizorkin scales of spaces in \(\mathbb{R}^n\) (cf. § 11.1 for more details). Given a Lipschitz domain \(\Omega \subset \mathbb{R}^n\) and \(0 < p,q \leq \infty, \alpha \in \mathbb{R}\), we set

\[
B^{p,q}_\alpha(\Omega) := \{ u \in \mathcal{D}'(\Omega) : \exists v \in B^{p,q}_\alpha(\mathbb{R}^n) \text{ with } v|_\Omega = u \},
\]

\[
B^{p,q}_{\alpha,0}(\Omega) := \{ u \in B^{p,q}_\alpha(\mathbb{R}^n) : \text{supp} \, u \subseteq \overline{\Omega} \}, \tag{1.35}
\]

with similar definitions for \(F^{p,q}_\alpha(\mathbb{R}^n)\) and \(F^{p,q}_{\alpha,0}(\mathbb{R}^n)\). Also, \(B^{p,q}_s(\partial \Omega)\) stands for the Besov class on the Lipschitz manifold \(\partial \Omega\), obtained by transporting (via a partition of unity and pull-back) the standard scale \(B^{p,q}_s(\mathbb{R}^{n-1})\). (In general, we make no notational distinction between these smoothness spaces of scalar-valued functions and their natural counterparts for vector-valued functions.) Finally, for \(\varepsilon > 0\) and \(n \geq 2\) let us introduce a two dimensional region \(\mathcal{R}_{n,\varepsilon}\) in the \((s,1/p)\)-plane, which depends on the dimension as follows:

**Figure 1**: \(\mathcal{R}_{n,\varepsilon}\) for \(n = 2\)

**Figure 2**: \(\mathcal{R}_{n,\varepsilon}\) for \(n = 3\)
Theorem 1.5 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and assume that $\frac{n-1}{n} < p \leq \infty$, $0 < q \leq \infty$, $(n-1)(\frac{1}{p} - 1)_+ < s < 1$. Consider the following boundary value problem

\[
\Delta \vec{u} - \nabla \pi = \vec{f} \in B^{p,q}_{s+\frac{1}{p}-2}(\Omega), \quad \text{div} \vec{u} = g \in B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \\
\vec{u} \in B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad \text{Tr} \vec{u} = \vec{h} \in B^p_{s}(\partial \Omega),
\]

subject to the (necessary) compatibility condition

\[
\int_{\partial \Omega} \langle \nu, \vec{h} \rangle \, d\sigma = \int_{\Omega} g(x) \, dx,
\]

for every component $\Omega$ of $\Omega$.

Then there exists $\varepsilon = \varepsilon(\Omega) \in (0, 1)$ such that (1.36) is well-posed (with uniqueness modulo locally constant functions in $\Omega$ for the pressure), if the pair $(s, p)$ belongs to the region $\mathcal{R}_{n, \varepsilon}$, depicted above.

Furthermore, the solution has an integral representation formula in terms of hydrostatic layer potential operators and satisfies natural estimates. Concretely, there exists a finite, positive constant $C = C(\Omega, p, q, s, n)$ such that

\[
\|\vec{u}\|_{B^{p,q}_{s+\frac{1}{p}}(\Omega)} + \|\pi\|_{B^{p,q}_{s+\frac{1}{p}-1}(\Omega)} \leq C\|\vec{f}\|_{B^{p,q}_{s+\frac{1}{p}-2}(\Omega)} + C\|g\|_{B^{p,q}_{s+\frac{1}{p}-1}(\Omega)} + C\|\vec{h}\|_{B^p_{s}(\partial \Omega)}. \tag{1.38}
\]

Moreover, analogous well-posedness results hold on the Triebel-Lizorkin scale, i.e., for the problem

\[
\Delta \vec{u} - \nabla \pi = \vec{f} \in F^{p,q}_{s+\frac{1}{p}-2}(\Omega), \quad \text{div} \vec{u} = g \in F^{p,q}_{s+\frac{1}{p}-1}(\Omega), \\
\vec{u} \in F^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in F^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad \text{Tr} \vec{u} = \vec{g} \in B^p_{s}(\partial \Omega),
\]

where the data is, once again, made subject to (1.37). This time, in addition to the previous conditions imposed on the indices $p, q$, it is also assumed that $p, q < \infty$.

In the class of Lipschitz domains, we conjecture that this result is sharp. When $\partial \Omega \in C^1$, one may take $\varepsilon = 1$. This follows by combining the results in [32] with those of the current work. Theorem 1.5 refines a long list of results in the literature. When $\partial \Omega$ is sufficiently smooth, various cases (typically corresponding to Sobolev spaces with an integer amount of smoothness) have been dealt with by L. Cattabriga [14], R. Temam [88], Y. Giga [39], W. Varnhorn [92], R. Dautray and J.-L. Lions [25], among others, when $\partial \Omega$ is (at least of) class $C^2$. This has been subsequently extended by C. Amrouche and V. Girault [4] to the case when $\partial \Omega \in C^{1,1}$ and, further, by G.P. Galdi, C.G. Simader, and H. Sohr [37] when $\partial \Omega$ is Lipschitz with a small Lipschitz constant.

There is also a wealth of results related to Theorem 1.5 in the case when $\Omega$ is a polygonal domain in $\mathbb{R}^2$, or a polyhedral domain in $\mathbb{R}^3$. A extended account of this field of research can be found in V.A. Kozlov, V.G. Maz’ya, and J. Rossmann’s monograph [59], which also contains pertinent references to earlier work. Here we also wish to mention the recent work by V. Maz’ya and J. Rossmann [65]. Comparison between the regularity results obtained in [59], [65] and our Theorem 1.5 shows that the latter is optimal, at least if $n = 2, 3$.

In the case of the inhomogeneous Neumann problem we shall prove the following.
Theorem 1.6 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, with connected complement, and fix $\frac{n-1}{n} < p < \infty$, $0 < q \leq \infty$, and $(n-1)(\frac{1}{p} - 1)_+ < s < 1$. Then there exists $\varepsilon = \varepsilon(\Omega) \in (0,1]$ such that the Poisson problem for the Stokes system with Neumann boundary condition

$$
\Delta \tilde{u} - \nabla \pi = \tilde{f} \mid_{\Omega}, \quad \tilde{f} \in B^{p,q}_{s+\frac{1}{p} - 2,0}(\Omega), \quad \text{div} \, \tilde{u} = 0 \text{ in } \Omega,
$$

$$
\tilde{u} \in B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in B^{p,q}_{s+\frac{1}{p} - 1}(\Omega), \quad \partial^\lambda_{\nu}(\tilde{u},\pi) = \tilde{h} \in B^{p,q}_{s-1}(\partial\Omega),
$$

has a unique solution (modulo adding to the velocity functions from $\Psi^\lambda(\Omega)$) if the pair $s,p$ belongs to the region $R_{n,\varepsilon}$ described before, and the data $(\tilde{f},\tilde{h})$ satisfy the necessary compatibility condition

$$
\int_{\Omega} \langle \tilde{f}, \psi \rangle \, dx = \int_{\partial\Omega} \langle \tilde{h}, \psi \rangle \, d\sigma, \quad \forall \psi \in \Psi^\lambda(\Omega).
$$

In addition, the solution (normalized so that $\int_{\Omega} \langle \tilde{u}(x), \psi(x) \rangle \, dx = 0$ for every $\psi \in \Psi^\lambda(\Omega)$) satisfies the estimate

$$
\|\tilde{u}\|_{B^{p,q}_{s+\frac{1}{p}}(\Omega)} + \|\pi\|_{B^{p,q}_{s+\frac{1}{p} - 1}(\Omega)} \leq C\|\tilde{f}\|_{B^{p,q}_{s+\frac{1}{p} - 2,0}(\Omega)} + C\|\tilde{h}\|_{B^{p,q}_{s-1}(\partial\Omega)}.
$$

Moreover, an analogous well-posedness result holds for the problem

$$
\Delta \tilde{u} - \nabla \pi = \tilde{f} \mid_{\Omega}, \quad \tilde{f} \in F^{p,q}_{s+\frac{1}{p} - 2,0}(\Omega), \quad \text{div} \, \tilde{u} = 0 \text{ in } \Omega,
$$

$$
\tilde{u} \in F^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in F^{p,q}_{s+\frac{1}{p} - 1}(\Omega), \quad \partial^\lambda_{\nu}(\tilde{u},\pi) = \tilde{h} \in B^{p,p}_{s-1}(\partial\Omega),
$$

assuming that $p, q < \infty$.

Finally, if the condition that the complement of $\Omega$ is connected is dropped (i.e., $\Omega \subset \mathbb{R}^n$ is an arbitrary Lipschitz domains), then problems (1.40), (1.43) have solutions for data $(\tilde{f},\tilde{h})$ belonging to a finite co-dimensional subspace of $B^{p,q}_{s+\frac{1}{p} - 2,0}(\Omega) \oplus B^{p,q}_{s-1}(\partial\Omega)$ and $F^{p,q}_{s+\frac{1}{p} - 1}(\Omega) \oplus F^{p,p}_{s-1}(\partial\Omega)$, respectively, and uniqueness holds up to a finite dimensional space.

Above, $\partial^\lambda_{\nu}(\tilde{u},\pi) \tilde{f}$ should be thought of as a re-normalization of the conormal derivative (1.2) relative to $\tilde{f}$. See Theorem 10.16 and the discussion preceding it for a more precise formulation. Here we only wish to point out that when $\partial\Omega \in C^1$ and $\lambda = 1$, corresponding to the so-called slip boundary condition, one can take $\varepsilon = 1$.

Theorems 1.5-1.6 are proved by interpolating the end-point cases addressed in Theorems 1.2-1.4. This is done at the level of boundary layer potentials and solutions for the problems described in Theorems 1.5-1.6 are produced in a constructive manner, via integral representation formulas.

1.2 Consequences of the solvability of the inhomogeneous problem

Here we record several relevant consequences of the well-posedness results from Theorems 1.5-1.6.

Denote by $G_D$ the Green operator for the inhomogeneous problem for the incompressible Stokes system with Dirichlet boundary conditions. That is, formally, if $(\tilde{u},\pi)$ solve

$$
\Delta \tilde{u} - \nabla \pi = \tilde{f} \text{ in } \Omega, \quad \text{div} \, \tilde{u} = 0 \text{ in } \Omega, \quad \text{Tr} \, \tilde{u} = 0 \text{ on } \partial\Omega,
$$

$$
\tilde{u} \in F^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in F^{p,q}_{s+\frac{1}{p} - 1}(\Omega), \quad \partial^\lambda_{\nu}(\tilde{u},\pi) = \tilde{h} \in B^{p,p}_{s-1}(\partial\Omega),
$$

\[\Delta \tilde{u} - \nabla \pi = \tilde{f} \mid_{\Omega}, \quad \text{div} \, \tilde{u} = 0 \text{ in } \Omega, \quad \text{Tr} \, \tilde{u} = 0 \text{ on } \partial\Omega,\]
then
\[ \mathbf{G_D} \tilde{f} := \tilde{u}. \]  

**Corollary 1.7** If \( \Omega \) is a bounded, Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), then there exists some small number \( \varepsilon = \varepsilon(\Omega) > 0 \) such that the operators

\[
\begin{align*}
\mathbf{G_D} : B^{p,q}_\alpha(\Omega) &\rightarrow B^{p,q}_{\alpha+2}(\Omega), \\
\mathbf{G_D} : F^{p,q}_\alpha(\Omega) &\rightarrow F^{p,q}_{\alpha+2}(\Omega),
\end{align*}
\]

are well-defined and bounded whenever \( 0 < q \leq \infty \) and the point with coordinates \((\alpha - 1/p + 2, 1/p)\) belongs to the region \( \mathcal{R}_{n,\varepsilon} \) in Figures 1-3.

The two-dimensional region of points with coordinates \((\alpha, 1/p)\) for which \((\alpha - 1/p + 2, 1/p) \in \mathcal{R}_{3,\varepsilon}\) is depicted below:

![Figure 4](image)

Thus, in the setting of a bounded Lipschitz domains \( \Omega \subset \mathbb{R}^3 \), the operators

\[
\begin{align*}
\nabla^2 \mathbf{G_D} : B^{p,q}_\alpha(\Omega) &\rightarrow B^{p,q}_\alpha(\Omega), \\
\nabla^2 \mathbf{G_D} : F^{p,q}_\alpha(\Omega) &\rightarrow F^{p,q}_\alpha(\Omega),
\end{align*}
\]

are bounded whenever \( 0 < q \leq \infty \) and the point with coordinates \((\alpha, 1/p)\) belongs to the pentagonal region from Figure 4.

It is interesting to specialize this result to the Triebel-Lizorkin scale with \( q = 2 \) and \( \alpha = 0 \), in which case one obtains that

\[
\nabla^2 \mathbf{G_D} : h^p(\Omega) \rightarrow h^p(\Omega) \quad \text{boundedly,}
\]

if \( \Omega \subset \mathbb{R}^3 \) is a bounded Lipschitz domain and \( 1 - \varepsilon < p < 1 \) for some \( \varepsilon = \varepsilon(\Omega) > 0 \).
Corresponding to the two-dimensional case we have

\[ \nabla^2 G_D : h^p(\Omega) \longrightarrow h^p(\Omega) \text{ boundedly,} \]

if \( \Omega \subset \mathbb{R}^2 \) is a bounded Lipschitz domain

\[ \text{and } \frac{2}{3} - \varepsilon < p < 1 \text{ for some } \varepsilon = \varepsilon(\Omega) > 0. \tag{1.51} \]

For the Laplace operator, similar results (valid in all space dimensions) have been established in [63], [64]. This answered in the affirmative a conjecture made by D.-C. Chang, S. Krantz, and E. Stein (cf. [15], [16]) regarding the regularity of the harmonic Green potentials on Hardy spaces in Lipschitz domains. Here we prove the analogue of the Chang-Krantz-Stein conjecture for the Stokes system for arbitrary Lipschitz domains in the three dimensional setting. Analogous results are valid for \( G_N \), the Green operator associated with the inhomogeneous Stokes problem with Neumann boundary conditions.

When specialized to the case \( \alpha = -1 \) and \( q = 2 \), the operator (1.47) becomes

\[ G_D : W^{-1,p}(\Omega) \longrightarrow W^{1,p}(\Omega) \text{ boundedly,} \]

if \( \frac{2n}{n+1} - \varepsilon < p < \frac{2n}{n+1} + \varepsilon \) for some \( \varepsilon = \varepsilon(\Omega) > 0, \tag{1.52} \)

where \( W^{s,p}(\Omega) \) stands for the usual \( L^p \)-based Sobolev space of smoothness \( s \) in \( \Omega \). This follows from a brief inspection of the region in Figures 1-3. As a corollary, for every bounded Lipschitz domain \( \Omega \subset \mathbb{R}^3 \) there exists \( p = p(\Omega) > 3 \) such that the operator in (1.52) is well-defined and bounded. A similar result is valid for \( G_N \). In the case of \( G_D \), a result of this type has first been obtained by R. Brown and Z. Shen in [10] (at least if \( \partial \Omega \) is connected and for Dirichlet boundary conditions). When \( \Omega \subset \mathbb{R}^2 \) is a bounded Lipschitz domain, the same type of conclusion holds for some \( p = p(\Omega) > 4 \). Let us also single out the following low-dimensional result:

**Corollary 1.8** Assume that \( \Omega \) is either a convex polygon in \( \mathbb{R}^2 \) or a convex polyhedron in \( \mathbb{R}^3 \). Then

\[ G_D : L^p(\Omega) \longrightarrow W^{2,p}(\Omega) \text{ boundedly, whenever } 1 < p \leq 2. \tag{1.53} \]

Indeed, this follows by interpolating between the case \( \frac{2}{3} - \varepsilon < p < 1 \), contained in (1.51), and the case \( p = 2 \), which has been dealt with by R.B. Kellogg and J.E. Osborn in [52], when \( \Omega \subset \mathbb{R}^2 \) is a convex polygon, and by M. Dauge in [24] and by V.A. Kozlov, V.G. Maz’ya, and C. Schwab in [60] when \( \Omega \subset \mathbb{R}^3 \) is a convex polyhedron. Theorem 1.8 should be compared with the result implied by the work of V. Kozlov and V. Maz’ya in [56], to the effect that

\[ \nabla G_D : L^q(\Omega) \longrightarrow L^\infty(\Omega) \text{ boundedly, } \forall q > 2, \tag{1.54} \]

provided \( \Omega \subset \mathbb{R}^2 \) is a bounded convex domain.

This portion of our work can be regarded as the natural analogue of the treatment of D. Jerison and C. Kenig of the inhomogeneous Dirichlet problem for the Laplacian in Sobolev-Besov spaces in Lipschitz domains from [46]. Here, we are able to extend this to the case of the Stokes system in a Lipschitz domain \( \Omega \), remove the assumption that \( \partial \Omega \) is connected, handle boundary conditions of Neumann type, and work of more general scales of spaces (including non locally convex Besov and Triebel-Lizorkin spaces).
We continue by recording the following significant consequence of Theorem 1.5. Related versions for smooth domains have been proved by C. Amrouche and V. Girault in [4], [5], and by V. Girault and P.-A. Raviart in [40]. To state it, introduce $F_{p,q}^{\alpha,z}(\Omega) := \{u|_{\Omega} : u \in F_{p,q}^{\alpha}(\mathbb{R}^n) \text{ supp } u \subseteq \overline{\Omega}\}$, plus a similar definition for $B_{p,q}^{\alpha,z}(\Omega)$.

**Corollary 1.9** For every bounded, Lipschitz domain $\Omega$ in $\mathbb{R}^n$, $n \geq 2$, there exists some small number $\varepsilon = \varepsilon(\Omega) > 0$ such that

\[
F_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) = \{\bar{v} \in F_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) : \text{ div } \overline{\bar{v}} = 0\} \
\oplus \{\bar{u} \in F_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) : \Delta \bar{u} \in \nabla F_{p,q}^{\alpha-2}(\Omega)\}, \tag{1.55}
\]

\[
B_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) = \{\bar{v} \in B_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) : \text{ div } \overline{\bar{v}} = 0\} \
\oplus \{\bar{u} \in B_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) : \Delta \bar{u} \in \nabla B_{p,q}^{\alpha-1}(\Omega)\}, \tag{1.56}
\]

where the direct sums are topological, whenever the point with coordinates $\left(\frac{\alpha-1}{p} + 2, \frac{1}{p}\right)$ belongs to the region $R_{n,\varepsilon}$ in Figures 1-3 and $0 < q \leq \infty$. In particular, corresponding to the case when $\alpha = 1$ in (1.55),

\[
W_{0}^{1,p}(\Omega; \mathbb{R}^n) = \{\bar{v} \in W_{0}^{1,p}(\Omega; \mathbb{R}^n) : \text{ div } \overline{\bar{v}} = 0\} \
\oplus \{\bar{u} \in W_{0}^{1,p}(\Omega; \mathbb{R}^n) : \Delta \bar{u} \in \nabla L^{p}(\Omega)\}, \tag{1.57}
\]

provided $\frac{2n}{n+1} - \varepsilon < p < \frac{2n}{n-1} + \varepsilon$.

Indeed, if $\bar{w} \in F_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n)$ is arbitrary and the pair $(\bar{u}, \pi) \in F_{p,q}^{\alpha,z}(\Omega; \mathbb{R}^n) \times F_{p,q}^{\alpha-1}(\Omega)$ solves (1.39) for $\bar{f} := \Delta \bar{w} \in F_{p,q}^{\alpha-2}(\Omega; \mathbb{R}^n)$, $\bar{g} := 0$, and $\bar{h} := 0$, then $\bar{w} = \bar{u} + (\bar{w} - \bar{u})$ is the desired decomposition. That sum in the right-hand side of (1.55) is direct is immediate from the uniqueness statement for (1.39). This proves (1.55), and the argument for (1.56) is similar. Finally, (1.57) is a direct consequence of (1.55).

We next discuss the analogue of the off-diagonal estimates for the Green operator associated with the Dirichlet Laplacian in Lipschitz domains, established by B.E.J. Dahlberg in [19].

**Corollary 1.10** Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\Omega) > 0$ with the property that if

\[
1 < p < \frac{3}{2} + \varepsilon \quad \text{and} \quad \frac{1}{q} = \frac{1}{p} - \frac{1}{3} \tag{1.58}
\]

then the operator

\[
\nabla G_D : L^{p}(\Omega) \longrightarrow W_{1}^{2}(\Omega) \tag{1.59}
\]

is well-defined and bounded.

A similar result holds in the case when $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^2$, granted that (1.58) is replaced by $1 < p < \frac{4}{3} + \varepsilon$ and $\frac{1}{q} = \frac{1}{p} - \frac{1}{2}$.
To justify this, consider an arbitrary vector field $\tilde{f} \in L^p(\Omega)$ and, by taking the convolution of $\tilde{f}$ (extended by zero to $\mathbb{R}^3$) with the fundamental solution for the Stokes system in the free space, construct two functions $\tilde{w} \in W_2^p(\Omega)$ and $\rho \in W_1^p(\Omega)$ such that $\Delta \tilde{w} - \nabla \rho = \tilde{f}$, $\text{div} \tilde{w} = 0$ in $\Omega$, and $\|\tilde{w}\|_{W_2^p(\Omega)} + \|\rho\|_{W_1^p(\Omega)} \leq C\|\tilde{f}\|_{L^p(\Omega)}$. Then $G_D \tilde{f} = \tilde{w} - \tilde{u}$, where the pair $(\tilde{u}, \pi)$ solves $\Delta \tilde{u} - \nabla \pi = 0$, $\text{div} \tilde{u} = 0$ in $\Omega$, and $\text{Tr} \tilde{u} = \text{Tr} \tilde{w}$ on $\partial \Omega$. Note that the compatibility condition (1.37) is automatically satisfied in this case. Also, $\tilde{w} \in W_2^p(\Omega) \hookrightarrow W_1^q(\Omega)$ if $1/q = 1/p - 1/3$ and, accordingly, $\text{Tr} \tilde{w} \in B_1^{q-1} \hookrightarrow (\partial \Omega)$. Then Theorem 1.5 implies that $\tilde{u} \in W_1^q(\Omega)$, $\pi \in L^q(\Omega)$, granted that the point with coordinates $(1 - 1/q, q)$ belongs to the pentagonal region $\mathcal{R}_{3, \varepsilon}$ described in Figure 2. A simple analysis shows that this is always the case whenever $\frac{3}{2+\varepsilon} < q < \frac{3}{1-\varepsilon}$, for some $\varepsilon = \varepsilon(\Omega) > 0$. The bottom line is that

$$\tilde{f} \in L^p(\Omega) \implies G_D \tilde{f} \in W_1^q(\Omega) \quad \text{if} \quad \frac{3}{2+\varepsilon} < q < \frac{3}{1-\varepsilon}, \quad \frac{1}{q} = \frac{1}{p} - \frac{1}{3}. \quad (1.60)$$

Next, (1.47) with $\alpha = 0$, $q = 2$, and classical embeddings give

$$\nabla G_D : F_0^{p,2}(\Omega) \longrightarrow F_1^{p,2}(\Omega) \quad \text{if} \quad \frac{3}{2+\varepsilon} < p < 1, \quad \frac{1}{p} = \frac{1}{p} - \frac{1}{3}. \quad (1.61)$$

Interpolating by the complex method between (1.60) and (1.61) then yields (1.59) in full, as long as $\frac{1}{q} = \frac{1}{p} - \frac{1}{3}$ and $1 < q < \frac{3}{1-\varepsilon}$, a condition implied by (1.58). Finally, the reasoning for the two-dimensional case is similar.

We conclude with a discussion pertaining to the regularity properties of solutions of elliptic systems in domains with conical singularities. Consider the inhomogeneous Dirichlet problem

$$L(D)u = f \quad \text{in} \quad \Omega, \quad \text{with zero boundary conditions}, \quad (1.62)$$

where $L(D)$ is a homogeneous, strongly elliptic, constant coefficient, formally self-adjoint system of order $2m$, $m \in \mathbb{N}$, and $\Omega \subset \mathbb{R}^n$ is a domain with a conical point at the origin $O \in \mathbb{R}^n$. Assume that $f$ vanishes near $O$ and $u$ is the variational solution of (1.62). As is well-known, $u$ admits a power-logarithmic asymptotic expansion near $O$. Somewhat more precisely, near the origin $u$ behaves like a linear combination of terms of the form

$$|x|^{\lambda_j} \sum_{0 \leq \ell \leq l_j} \frac{(\log |x|)^{l_j-\ell}}{(l_j-\ell)!} w_{\ell,j} \left( \frac{x}{|x|} \right), \quad (1.63)$$

where the exponents $\lambda_j \in \mathbb{C}$ are the eigenvalues of a certain polynomial operator pencil (on a domain that is cut out of the unit sphere by the cone with vertex at $O$ which is tangent to the boundary of $\Omega$), and the functions $w_{\ell,j}$ are generalized eigenvectors corresponding to $\lambda_j$. The operator pencil arises when taking the Mellin transform of $L(D)$ and of the operators intervening in the boundary conditions along this tangent cone.

Specific information about the nature of the eigenvalues $\lambda_j$ yields, in turn, regularity properties for the solution $u$. For example,

$$p < \min_j \left\{ \frac{n}{k - \text{Re} \lambda_j} \right\} \implies u \in W_k^p \text{ near } O. \quad (1.64)$$
In [57], V. Kozlov and V. Maz’ya have shown that, in the above setting,

\[ \text{Re } \lambda_j > m - (n - 1)/2. \tag{1.65} \]

As a consequence of (1.64)-(1.65), we then have

\[ u \in W^p_k \text{ near } O, \text{ whenever } p < \frac{n}{k - m + (n - 1)/2} + \varepsilon, \tag{1.66} \]

where \( \varepsilon = \varepsilon(\Omega) > 0 \). Moreover, in [58], V. Kozlov and V. Maz’ya have also shown that (1.65) and, hence, (1.66), is sharp in the case when \( 2m \geq n \).

When \( m = 1 \), i.e., when \( L(D) \) is a second order operator, the above analysis gives that

\[ u \in W^p_1 \text{ near } O, \text{ whenever } p < \frac{2n}{n - 1} + \varepsilon. \tag{1.67} \]

While, strictly speaking, the Stokes system does not fit into this general narrative since it is not elliptic in the sense of I.G. Petrovskii, the same circle of ideas can be adapted to this somewhat nonstandard case. See, e.g., the work of V.A. Kozlov, V.G. Maz’ya, and C. Schwab in [60] as well as the monograph [59] for the lower dimensional case \( n = 2, 3 \).

The relevance of the above observation is that \( \frac{2n}{n - 1} \) is also the critical integrability exponent we have identified in (1.52). Thus, our results are consistent with the predictions of the regularity theory for domains with conical singularities, and are sharp when \( n = 2, 3 \). While it is not entirely clear whether that is also true when \( n \geq 4 \), we conjecture that this is indeed the case.
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2 Smoothness spaces and Lipschitz domains

For a brief review of the Besov and Triebel-Lizorkin scales in the entire Euclidean space \( \mathbb{R}^n \), the reader is referred to §11.1.

2.1 Graph Lipschitz domains

We start with a few basic definitions. A graph Lipschitz domain \( \Omega \subset \mathbb{R}^n \) is simply the domain lying above the graph of a real-valued Lipschitz function. That is,

\[ \Omega := \{ x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : x_n > \varphi(x') \}, \text{ where } x' = (x_1, \ldots, x_{n-1}), \]
\[ \varphi : \mathbb{R}^{n-1} \to \mathbb{R} \text{ is Lipschitz, i.e., } \nabla \varphi \text{ exists and belongs to } L^\infty(\mathbb{R}^{n-1}). \tag{2.1} \]

We denote by \( d\sigma \) the surface measure on \( \partial \Omega \), and by \( \nu \) the outward unit normal defined a.e. (with respect to \( d\sigma \)) on \( \partial \Omega \). Hereafter, we will define \( \Omega_\pm \) by

\[ \Omega_+ := \Omega \quad \text{and} \quad \Omega_- := \mathbb{R}^n \setminus \bar{\Omega}. \tag{2.2} \]
Next, we define the cones
\[ \Gamma^\pm_\kappa := \{ y = (y', y_n) \in \mathbb{R}^n_+ : |y'| < \pm \kappa y_n \}, \] (2.3)
and for any \( x \in \mathbb{R}^n \), define
\[ \Gamma^\pm_\kappa(x) := x + \Gamma^\pm_\kappa. \] (2.4)

In order to introduce the classical non-tangential maximal operator \( M \), fix some \( \kappa = \kappa(\partial \Omega) \) with \( \kappa^{-1} > \| \nabla \varphi \|_{L^\infty} \). Then it can be shown that \( \Gamma^\pm_\kappa(x) \subseteq \Omega_\pm \) for all \( x \in \partial \Omega \). When the value of \( \kappa \) is understood, we will often drop it from the notation and write \( \Gamma^\pm_\kappa(x) = \Gamma^\pm(x) \). Now, for an arbitrary \( u : \Omega_\pm \to \mathbb{R} \), we set
\[ M(u)(x) := \sup \{ |u(y)| : y \in \Gamma^\pm(x) \}, \quad x \in \partial \Omega. \] (2.5)

These conical regions also play a fundamental role in defining non-tangential restrictions to the boundary. Again for \( u \) defined in \( \Omega_\pm \), set
\[ u \big|_{\partial \Omega} (x) := \lim_{y \to x \atop y \in \Gamma^\pm(x)} u(y), \quad \text{for a.e. } x \in \partial \Omega. \] (2.6)

Similarly, if \( \langle \cdot, \cdot \rangle \) denotes the canonical inner product in \( \mathbb{R}^n \) (although, later, the same symbol is going to be occasionally used for the pairing between a space and its dual), we set
\[ \partial_{\nu} u(x) := \left\langle \nu(x), \lim_{y \to x \atop y \in \Gamma^\pm(x)} (\nabla u)(y) \right\rangle, \quad \text{for a.e. } x \in \partial \Omega. \] (2.7)

By \( L^p(\partial \Omega) \) we denote the Lebesgue space of measurable, \( p \)-th power integrable functions on \( \partial \Omega \), with respect to the surface measure \( d\sigma \). Next, consider the first-order tangential derivative operators \( \partial_{\tau_{jk}} \), acting on a compactly supported function \( \psi \) of class \( C^1 \) in a neighborhood of \( \partial \Omega \) by
\[ \partial_{\tau_{jk}} \psi := \nu_j (\partial_k \psi) \big|_{\partial \Omega} - \nu_k (\partial_j \psi) \big|_{\partial \Omega}, \quad j, k = 1, \ldots, n. \] (2.8)

For every \( f \in L^1_{loc}(\partial \Omega) \), define the functional \( \partial_{\tau_{jk}} f \) by setting
\[ \partial_{\tau_{jk}} f : C^1_0(\mathbb{R}^n) \ni \psi \mapsto \int_{\partial \Omega} f (\partial_{\tau_{jk}} \psi) \, d\sigma. \] (2.9)

Thus, if \( f \in L^1_{loc}(\partial \Omega) \) has \( \partial_{\tau_{jk}} f \in L^1_{loc}(\partial \Omega) \), the following integration by parts formula holds:
\[ \int_{\partial \Omega} f (\partial_{\tau_{jk}} \psi) \, d\sigma = \int_{\partial \Omega} (\partial_{\tau_{jk}} f) \psi \, d\sigma, \quad \forall \psi \in C^1_0(\mathbb{R}^n). \] (2.10)

For each \( p \in (1, \infty) \), we can then define the Sobolev type space
\[ L^p_1(\partial \Omega) = \left\{ f \in L^p(\partial \Omega) : \partial_{\tau_{jk}} f \in L^p(\partial \Omega), \quad j, k = 1, \ldots, n \right\}. \] (2.11)
For each $1 < p < \infty$, this becomes a Banach space when equipped with the natural norm

$$
\|f\|_{L^p_1(\partial\Omega)} := \|f\|_{LP(\partial\Omega)} + \sum_{j,k=1}^{n} \|\partial_{\tau_{jk}} f\|_{LP(\partial\Omega)}.
$$

(2.12)

If we set

$$
\nabla_{\text{tan}} f := \left(\nu_k \partial_{\tau_{kj}} f\right)_{1 \leq j \leq n}, \quad \forall f \in L^p_1(\partial\Omega),
$$

(2.13)

then for each function $f \in L^p_1(\partial\Omega)$

$$
\partial_{\tau_{jk}} f = \nu_j (\nabla_{\text{tan}} f)_k - \nu_k (\nabla_{\text{tan}} f)_j, \quad j, k = 1, ..., n,
$$

(2.14)

$\sigma$-a.e. on $\partial\Omega$. In particular,

$$
\|\nabla_{\text{tan}} f\|_{LP(\partial\Omega)} \approx \sum_{j,k=1}^{n} \|\partial_{\tau_{jk}} f\|_{LP(\partial\Omega)} \approx \sum_{j=1}^{n-1} \|\partial_{\tau_{jn}} f\|_{LP(\partial\Omega)}, \quad \forall f \in L^p_1(\partial\Omega).
$$

(2.15)

Furthermore, if $1 < p, p' < \infty$ are such that $1/p + 1/p' = 1$ then

$$
\int_{\partial\Omega} (\partial_{\tau_{jk}} f) g \, d\sigma = \int_{\partial\Omega} f (\partial_{\tau_{kj}} g) \, d\sigma
$$

(2.16)

for every $f \in L^p_1(\partial\Omega)$, $g \in L^{p'}_1(\partial\Omega)$. In general, we shall call a first-order differential operator tangential if it can be written as a (variable coefficient) linear combination of the operators $\partial_{\tau_{jk}}$.

If $\Omega \subset \mathbb{R}^n$ is the domain lying above the graph of a Lipschitz function $\varphi : \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ then, for each $p \in (1, \infty)$,

$$
f \in L^p_1(\partial\Omega) \iff f(\cdot, \varphi(\cdot)) \in L^p_1(\mathbb{R}^{n-1}),
$$

(2.17)

with equivalence of norms. As a corollary, we obtain from this that for any bounded Lipschitz domain $\Omega$ in $\mathbb{R}^n$,

$$
\text{Lip}(\partial\Omega) \hookrightarrow L^p_1(\partial\Omega) \quad \text{and} \quad C^\infty(\mathbb{R}^n) \bigg|_{\partial\Omega} \hookrightarrow L^p_1(\partial\Omega) \quad \text{densely}
$$

(2.18)

whenever $1 < p < \infty$.

For each $1 < p < \infty$, $L^p_1(\partial\Omega)$ is a Banach space, densely embedded into $L^p(\partial\Omega)$. Furthermore, since the mapping

$$
J : L^p_1(\partial\Omega) \longrightarrow \left[L^p(\partial\Omega)\right]^{1+ \frac{(n-1)n}{4}}, \quad Jf := \left(f, (\partial_{\tau_{jk}} f)_{1 \leq j, k \leq n}\right),
$$

(2.19)
is bounded both from above and below, its image is closed. Now, $L^p_1(\partial \Omega)$ is isomorphic to the latter space and, hence, is reflexive. Thus, if for each $1 < p < \infty$, we set

$$L^p_{-1}(\partial \Omega) := \left( L^p_1(\partial \Omega) \right)^*, \quad 1/p + 1/p' = 1, \quad (2.20)$$

it follows that

$$\left( L^p_{-1}(\partial \Omega) \right)^* = L^{p'}_1(\partial \Omega), \quad 1/p + 1/p' = 1. \quad (2.21)$$

We can now prove the following result.

**Corollary 2.1** Let $\Omega$ be a Lipschitz domain in $\mathbb{R}^n$, $1 < p < \infty$ and fix $j, k \in \{1, ..., n\}$. Then the operator

$$\partial_{\tau_{jk}} : L^p_1(\partial \Omega) \longrightarrow L^p(\partial \Omega), \quad (2.22)$$

extends in a (unique) compatible fashion to a bounded, linear mapping

$$\partial_{\tau_{jk}} : L^p(\partial \Omega) \longrightarrow L^p_{-1}(\partial \Omega). \quad (2.23)$$

**Proof.** For every $f \in L^p(\partial \Omega)$, set

$$\langle \partial_{\tau_{jk}} f, g \rangle := \int_{\partial \Omega} f \partial_{\tau_{kj}} g \, d\sigma, \quad \forall g \in L^{p'}_1(\partial \Omega), \quad (2.24)$$

where $1/p + 1/p' = 1$. Then the desired conclusion follows from the boundary integration by parts formula (2.16). \qed

**Corollary 2.2** Assume that $\Omega$ is a Lipschitz domain in $\mathbb{R}^n$ and that $1 < p < \infty$. Then for every $f \in L^p_{-1}(\partial \Omega)$ there exist $g_0, g_{jk} \in L^p(\partial \Omega)$, $1 \leq j, k \leq n$ (not necessarily unique) with the property that

$$f = g_0 + \sum_{j,k=1}^n \partial_{\tau_{jk}} g_{jk} \quad \text{in} \quad L^p_{-1}(\partial \Omega). \quad (2.25)$$

Furthermore,

$$\|f\|_{L^p_{-1}(\partial \Omega)} \approx \inf \left[ \|g_0\|_{L^p(\partial \Omega)} + \sum_{j,k=1}^n \|g_{jk}\|_{L^p(\partial \Omega)} \right]. \quad (2.26)$$

where the infimum is taken over all representations of $f$ as in (2.25).
Proof. Let \( p' \in (1, \infty) \) be such that \( 1/p + 1/p' = 1 \). If \( f \in L^{p'}_1(\partial \Omega) \) is regarded as a functional \( f : L^p_1(\partial \Omega) \to \mathbb{R} \), then \( f \circ J^{-1} : \text{Im} J \to \mathbb{R} \) is well-defined, linear and bounded (where \( J \) is as in (2.19) with \( p' \) in place of \( p \)). At this stage, the Hahn-Banach Theorem in conjunction with Riesz’s Representation Theorem ensure the existence of \( g_0, g_{jk} \in L^p(\partial \Omega) \) such that (2.25)-(2.26) hold. \( \square \)

Let us also note that, as a simple application of the one of the standard consequences of the Hahn-Banach theorem,

\[
L^p(\partial \Omega) \hookrightarrow L^p_{-1}(\partial \Omega) \quad \text{densely, for every } p \in (1, \infty).
\]  

(2.27)

For an unbounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), the homogeneous \( L^p \)-Sobolev space of order one is defined as

\[
\dot{L}^1_p(\partial \Omega) := \{ f \in L^p_{loc}(\partial \Omega) : \partial_r f \in L^p(\partial \Omega), \ 1 \leq j, k \leq n \}.
\]  

(2.28)

Clearly, for each \( p \in (1, \infty) \), \( \dot{L}^1_p(\partial \Omega) \) becomes a Banach space modulo constants when equipped with the homogeneous norm \( \| f \|_{\dot{L}^1_p(\partial \Omega)} := \| \nabla_r f \|_{L^p(\partial \Omega)}. \)

### 2.2 Hardy spaces on graph Lipschitz surfaces

Throughout this section, we shall assume that \( \Omega \) is as in (2.1), i.e., the unbounded domain in \( \mathbb{R}^n \) lying above the graph of the Lipschitz function \( \varphi : \mathbb{R}^{n-1} \to \mathbb{R} \). A surface ball \( S_r(x) \) is any set of the form \( B_r(x) \cap \partial \Omega \), with \( x \in \partial \Omega \) and \( 0 < r < \infty \). When the center is already specified or of no particular importance, we simplify the notation by writing \( S_r \).

For \( \frac{n-1}{n} < p \leq 1 \), the homogeneous Hardy space is then defined by

\[
H^p_{al}(\partial \Omega) := \left\{ f = \sum_j \lambda_j a_j : a_j \ (p, p_0)-\text{atom}, \ (\lambda_j)_j \in \ell^p \right\},
\]  

(2.29)

where the series converges in \( \text{Lip}_c(\partial \Omega)' \), the dual of \( \text{Lip}_c(\partial \Omega) \), and equipped with the usual infimum norm. Here, \( 1 < p_0 \leq \infty \) is a fixed parameter and a measurable function \( a : \partial \Omega \to \mathbb{R} \) is called a \((p, p_0)\)-atom if there exists a surface ball \( S_r \subset \partial \Omega \) such that

\[
\text{supp } a \subseteq S_r, \quad \| a \|_{L^{p_0}(\partial \Omega)} \leq r^{(n-1)} \left( \frac{1}{p_0} - \frac{1}{p} \right) \quad \text{and} \quad \int_{\partial \Omega} a \, d\sigma = 0.
\]  

(2.30)

Given the atomic characterization of Hardy spaces in the Euclidean setting, we have

\[
f \in H^p_{al}(\partial \Omega) \iff f(\cdot, \varphi(\cdot))\sqrt{1 + |\nabla \varphi(\cdot)|^2} \in H^p_{al}(\mathbb{R}^{n-1}).
\]  

(2.31)

In particular, this shows that different choices of the parameter \( p_0 \) in (2.30) yield the same vector space and topology on \( H^p_{al}(\partial \Omega) \). Let us also recall here the the well-known fact that

\[
H^p_{al}(\mathbb{R}^{n-1}) = \dot{F}^{p,2}_{n-1}_0(\mathbb{R}^{n-1}) \quad \text{if } \frac{n-1}{n} < p \leq 1,
\]  

(2.32)

where \( \dot{F}^{p,q}_{n-1}(\mathbb{R}^{n-1}) \) stands for the homogeneous Triebel-Lizorkin space in \( \mathbb{R}^{n-1} \). See the discussion on p. 42 in [36]. For a precise definition, as well as basic properties of the latter scale see, e.g., [35], [90]. Here we only wish to point out that, as remarked on p. 44 in [36],
\[ \|g\|_{F^{p,q}_{n-1}(\mathbb{R}^{n-1})} \approx \sum_{j=1}^{n-1} \|\partial_j g\|_{F^{p,q}_{n-1}(\mathbb{R}^{n-1})} \]  

whenever \(0 < p < \infty\), \(0 < q \leq \infty\), \(s \in \mathbb{R}\).

Recall that, for \(\frac{n-1}{n} < p \leq 1\) and \(\varepsilon > 0\), a \((p, \varepsilon)\)-molecule adapted to a surface ball \(S_r \subset \partial \Omega\) is a function \(m \in L^1(\partial \Omega) \cap L^2(\partial \Omega)\) satisfying

\[
\begin{align*}
(i) & \quad \int_{\partial \Omega} m(x) \, d\sigma(x) = 0, \\
(ii) & \quad \left( \int_{S_{16r}} |m(x)|^2 \, d\sigma(x) \right)^{1/2} \leq r^{(n-1)\left(\frac{1}{2} - \frac{1}{p}\right)}, \\
(iii) & \quad \left( \int_{S_{2k+1} \setminus S_{2k}} |m(x)|^2 \, d\sigma(x) \right)^{1/2} \leq 2^{-\varepsilon k} \left( \frac{2^{kr}}{r} \right)^{(n-1)\left(\frac{1}{2} - \frac{1}{p}\right)}, \quad \forall k \geq 4.
\end{align*}
\]

It is well-known that there exists a finite constant \(\kappa = \kappa(\partial \Omega, p, \varepsilon) > 0\) such that

\[ m \text{ is a } (p, \varepsilon)\text{-molecule} \quad \implies \quad m \in H_{at}^p(\partial \Omega) \quad \text{and} \quad \|m\|_{H_{at}^p(\partial \Omega)} \leq \kappa. \tag{2.35} \]

For uniformity of notation, we find it convenient to define

\[ H^p(\partial \Omega) := \begin{cases} H_{at}^p(\partial \Omega) & \text{for } \frac{n-1}{n} < p \leq 1, \\ L^p(\partial \Omega) & \text{for } p > 1. \end{cases} \tag{2.36} \]

Corresponding to one unit more on the smoothness scale we have the ‘regular’ Hardy space \(H_{at}^{1,p}(\partial \Omega)\), defined for \(\frac{n-1}{n} < p \leq 1\) as the \(\ell^p\)-span of ‘regular’ atoms. More specifically, if \([f]\) denotes the class of \(f\) modulo constants, define

\[ H_{at}^{1,p}(\partial \Omega) := \left\{ [f] : f \in L^1_{\text{loc}}(\partial \Omega) \text{ and there exist } (\lambda_i)_i \in \ell^p \text{ and } a_i \text{ regular } (p, p_o)\text{-atoms} \right\}, \tag{2.37} \]

where the series converges in \(\text{Lip}((\partial \Omega)'\). Also, set \(\|f\|_{H_{at}^{1,p}(\partial \Omega)} := \inf \left\{ \|\sum |\lambda_i|^{1/p} \right\}, \) where the infimum is taken over all possible representations. Here, if \((n-1)/n < p \leq 1 < p_o \leq \infty\), a function \(a \in L^{p_o}(\partial \Omega)\) is called a regular \((p, p_o)\)-atom if there exists a surface ball \(S_r\) so that

\[ \text{supp } a \subset S_r, \quad \|\nabla \text{tan } a\|_{L^{p_o}(\partial \Omega)} \leq r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{p}\right)}. \tag{2.38} \]

In analogy with (2.31), it can be shown that

\[ [f] \in H_{at}^{1,p}(\partial \Omega) \iff [f(\cdot, \varphi(\cdot))] \in F_{1}^{p,2}(\mathbb{R}^{n-1}). \tag{2.39} \]

Much as before, this shows that different choices of the parameter \(p_o\) in (2.38) yield the same vector space and topology on \(H_{at}^{1,p}(\partial \Omega)\). We also set

\[ H^p(\partial \Omega) := \begin{cases} H_{at}^{1,p}(\partial \Omega) & \text{for } \frac{n-1}{n} < p \leq 1, \\ \hat{L}^p(\partial \Omega) & \text{for } p > 1. \end{cases} \tag{2.40} \]

An alternative characterization of the quasi-norm in the space \(H^p(\partial \Omega)\) is as follows.
Lemma 2.3 Let \( \Omega \) be as in (2.1) and assume that \( \frac{n-1}{n} < p < \infty \). Then for each \( j, k \in \{1, \ldots, n\} \)

\[
\partial_{\tau_{jk}} : H^p_1(\partial \Omega) \rightarrow H^p(\partial \Omega)
\]

(2.41) is a bounded operator. Furthermore,

\[
H^{1,p}_{at}(\partial \Omega) = \left\{ [f] : f \in L^1_{loc}(\partial \Omega) \text{ and } \partial_{\tau_{jn}} f \in H^p_{at}(\partial \Omega) \ 1 \leq j \leq n-1 \right\},
\]

(2.42)

and, in fact,

\[
\|[f]\|_{H^p_1(\partial \Omega)} \approx \sum_{j=1}^{n-1} \|\partial_{\tau_{jn}} f\|_{H^p(\partial \Omega)}.
\]

(2.43)

Proof. The claim about (2.41) follows straight from definitions when \( 1 < p < \infty \), and by analyzing the action of this operator on atoms when \( \frac{n-1}{n} < p \leq 1 \). This also yields the right-pointing inequality in (2.43). Now, the opposite inequality is trivial for \( 1 < p < \infty \), so there remains to justify it when \( \frac{n-1}{n} < p \leq 1 \). In this scenario, we note that for every \( j \in \{1, \ldots, n-1\} \) we have

\[
\partial_{\tau_{jn}} f \in H^p_{at}(\partial \Omega) \iff \sqrt{1 + |\nabla \varphi(x')|^2} (\partial_{\tau_{jn}} f)(x', \varphi(x')) \in H^p_{at}(\mathbb{R}^{n-1})
\]

(2.44)

\[
\iff \partial_j [f(x', \varphi(x'))] \in H^p_{at}(\mathbb{R}^{n-1}) \iff \partial_j [f(x', \varphi(x'))] \in \dot{F}^{p,2}_0(\mathbb{R}^{n-1}),
\]

by (2.32). In concert with (2.33), this ensures that

\[
\partial_{\tau_{jn}} f \in H^p_{at}(\partial \Omega) \text{ for every } j \in \{1, \ldots, n-1\} \implies f(x', \varphi(x')) \in \dot{F}^{p,2}_1(\mathbb{R}^{n-1}).
\]

(2.45)

If we now recall that, as proved in Proposition 3.4 in [66],

\[
H^1_{at}(\mathbb{R}^{n-1}) = \dot{F}^{p,2}_1(\mathbb{R}^{n-1}) \quad \text{for } \frac{n-1}{n} < p \leq 1,
\]

(2.46)

it follows that

\[
\partial_{\tau_{jn}} f \in H^p_{at}(\partial \Omega) \text{ for every } j \in \{1, \ldots, n-1\} \implies f \in H^1_{at}(\partial \Omega).
\]

(2.47)

This membership statement is accompanied by natural estimates and this finishes the proof of (2.43). Now, (2.42) follows from this equivalence. \( \square \)

The space \( H^1_{at}(\partial \Omega) \) in (2.37) is defined modulo constants. A “realization” of this as a space of genuine functions is as follows. If \( \frac{n-1}{n} < p \leq 1 \) and \( p^* \in (1, \infty) \) is such that

\[
\frac{1}{p^*} = \frac{1}{p} - \frac{1}{n-1}
\]

(2.48)

we set

\[
\widetilde{H}^{1,p}_{at}(\partial \Omega) := \left\{ f \in L^{p^*}(\partial \Omega) : f = \sum_{j=1}^{\infty} \lambda_j a_j \text{ in } L^{p^*}(\partial \Omega), (\lambda_j)_{j} \in \ell^p, \ a_j \text{ regular } (p, p_0)\text{-atom} \right\},
\]

and equip it with the natural infimum quasi-norm. We then have:
Proposition 2.4 If $\frac{n-1}{n} < p \leq 1$, then the application

$$\tilde{H}^{1,p}_{at}(\partial\Omega) \ni f \mapsto [f] := f + \mathbb{R} \in H^{1,p}_{at}(\partial\Omega)$$

(2.50)

is an isomorphism.

Proof. The mapping (2.50) is clearly one-to-one. The fact that this is also onto follows from the lemma below. □

Lemma 2.5 Let $u$ be a tempered distribution in $\mathbb{R}^n$ with the property that $\partial_j u \in H^p(\mathbb{R}^n)$, $j = 1, \ldots, n$, for some $p \in (\frac{n}{n+1}, n)$. Then there exists $c \in \mathbb{R}$ such that $u - c \in L^{p^*}(\mathbb{R}^n)$, where $p^* := \frac{np}{n-p}$.

Proof. For each $1 \leq j \leq n$, consider $T_j$ to be the convolution integral operator in $\mathbb{R}^n$ with the kernel $(\partial_j E_\Delta)(x)$, where $E_\Delta$ denotes the fundamental solution for the Laplacian in $\mathbb{R}^n$. Classical Calderón-Zygmund theory implies that

$$\partial_k T_j = T_j \partial_k : H^p(\mathbb{R}^n) \longrightarrow H^p(\mathbb{R}^n), \quad 1 \leq j, k \leq n, \quad \frac{n}{n+1} < p < \infty,$$

(2.51)

are bounded operators. Furthermore, if $\frac{n}{n+1} < p < \infty$, we have

$$\partial_j T_j = I, \quad \text{the identity operator on } H^p(\mathbb{R}^n),$$

(2.52)

where repeated indices indicate summation, and if

$$\frac{n}{n+1} < p < n, \quad \frac{1}{p^*} := \frac{1}{p} - \frac{1}{n}, \quad 1 < p^* < \infty,$$

(2.53)

then

$$T_j : H^p(\mathbb{R}^n) \longrightarrow L^{p^*}(\mathbb{R}^n)$$

(2.54)

boundedly, by the Fractional Integration Theorem.

Next, let $u$ be a tempered distribution in $\mathbb{R}^n$ with the property that there exists $p \in (\frac{n}{n+1}, n)$ such that $\partial_j u \in H^p(\mathbb{R}^n)$ for each $j = 1, \ldots, n$. Set

$$f_j := \partial_j u \in H^p(\mathbb{R}^n), \quad j = 1, \ldots, n,$$

(2.55)

and note that, in the sense of distributions,

$$\partial_k f_j = \partial_j f_k, \quad j, k = 1, \ldots, n.$$

(2.56)

We claim that, in the sense of distributions,

$$\partial_k (u - T_j f_j) = 0, \quad k = 1, \ldots, n.$$

(2.57)
Once (2.57) has been established, it follows that the tempered distribution $u - T_j f_j$ must be a constant $c$ which, in turn, implies that

$$u - c = T_j f_j \in L^p(\mathbb{R}^n). \quad (2.58)$$

which is what we wanted to prove. Therefore, it remains to justify (2.57). Using notational conventions introduced earlier, we can re-write this in the equivalent form

$$f_k = \partial_k(T_j f_j), \quad k = 1, \ldots, n. \quad (2.59)$$

To prove (2.59), based on (2.52) and (2.56), for each $k$ we write

$$\partial_k(T_j f_j) = T_j(\partial_k f_j) = T_j(\partial_j f_k) = \partial_j(T_j f_k) = f_k, \quad (2.60)$$

as desired.

As a corollary of Proposition 2.4, we obtain that the definition of $\tilde{H}^1_{al}(\partial\Omega)$ is independent of the particular choice of $p_0 \in (1, \infty]$. Let us also point out here that, when used in concert with (2.43), the fact that (2.50) is an isomorphism further entails

$$\|f\|_{\tilde{H}^1_{al}(\partial\Omega)} \approx \|f\|_{H^1_{al}(\partial\Omega)} \approx \sum_{j=1}^{n-1} \|\partial_{\tau_j} f\|_{H^p_{al}(\partial\Omega)}, \text{ uniformly for } f \in \tilde{H}^1_{al}(\partial\Omega). \quad (2.61)$$

A distinctive feature of $\tilde{H}^1_{al}(\partial\Omega)$ is that this space is local. This can be justified by analyzing the action of multiplication by $\psi \in \text{Lip}_c(\partial\Omega)$ on regular atoms. To this end, it is trivial to check that, if $\frac{n-1}{n} < p \leq 1 < p_0 \leq q \leq \infty$, then for each $\eta > 0$ there exists $C = C(\partial\Omega, \psi, \eta, p, p_0) > 0$ such that

$$A \text{ regular } (p, p_0)\text{-atom supported in a surface ball of radius } \leq \eta \implies C^{-1} \psi A \text{ is a regular } (p, p_0)\text{-atom on } \partial\Omega. \quad (2.62)$$

A more refined version of this result, allowing for atoms supported in surface balls of arbitrary radii, is as follows.

**Lemma 2.6** Let $\Omega$ be Lipschitz domain in $\mathbb{R}^n$ and assume that $\frac{n-1}{n} < p \leq 1$ and $p^* \leq p_0 \leq q \leq \infty$, where $p^*$ is as in (2.48). If $\psi \in \text{Lip}_c(\partial\Omega)$ then $\psi A$ is, up to a fixed multiplicative constant, a regular $(p, p_0)$-atom on $\partial\Omega$ whenever $A$ is a regular $(p, q)$-atom on $\partial\Omega$.

**Proof.** To fix ideas, let us assume that $\text{supp } \psi \subseteq S_1$, a surface ball of radius 1, and that $\|\psi\|_{L^\infty(\partial\Omega)} + \|\nabla_{\text{tan}} \psi\|_{L^\infty(\partial\Omega)} \leq 1$. Fix a regular $(p, q)$-atom $A$ on $\partial\Omega$, i.e. a function $A \in L^q_1(\partial\Omega)$ satisfying $\text{supp } A \subseteq S_r$, for some $r > 0$, and $\|\nabla_{\text{tan}} A\|_{L^q(\partial\Omega)} \leq r^{(n-1)}(\frac{1}{q} - \frac{1}{p})$. In particular, Poincaré’s inequality gives $\|A\|_{L^q(\partial\Omega)} \leq C r \|\nabla_{\text{tan}} A\|_{L^q(\partial\Omega)} \leq C r^{1+(n-1)}(\frac{1}{q} - \frac{1}{p})$. Next, introduce $\tilde{r} := \min \{r, 1\} > 0$ and note that $\text{supp } (\psi A) \subseteq S_{\tilde{r}}$. Going further, write $\nabla_{\text{tan}} (\psi A) = \psi \nabla_{\text{tan}} A + (\nabla_{\text{tan}} \psi) A =: I + II$, and use Hölder’s inequality in order to estimate
\[ ||I||_{L^{p_o}(\partial\Omega)} \leq ||\psi||_{L^{\infty}(\partial\Omega)} ||\nabla_{\tan} A||_{L^{p_o}(S_r)} \leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{q}\right)} ||\nabla_{\tan} A||_{L^{q}(\partial\Omega)} \]
\[
\leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{q}\right)} r^{(n-1)\left(\frac{1}{q} - \frac{1}{p}\right)} \leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{p}\right)} \quad (2.63)
\]

and
\[
\|II\|_{L^{p_o}(\partial\Omega)} \leq ||\nabla_{\tan}\psi||_{L^{\infty}(\partial\Omega)} \|A\|_{L^{p_o}(S_r)} \leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{q}\right)} \|A\|_{L^{q}(\partial\Omega)} \]
\[
\leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{q}\right)} r^{1+(n-1)\left(\frac{1}{q} - \frac{1}{p}\right)} \leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{p}\right)} . \quad (2.64)
\]

It is only in the last step above that \( p_o \geq p^* \) is needed (when \( r \) is large). Altogether, the estimates (2.63)-(2.64) give \( ||\nabla_{\tan}(\psi A)||_{L^{p_o}(\partial\Omega)} \leq C r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{p}\right)} \), so \( C^{-1} \psi A \) is a regular \((p, p_o)\)-atom. \( \square \)

We can now formally state the following.

**Lemma 2.7** Let \( \Omega \) be as before, and assume that \( \psi \) is a Lipschitz function, compactly supported on \( \partial\Omega \). Then for every \( p \in \left( \frac{n-1}{n}, 1 \right) \)

\[
f \in \tilde{H}^{1,p}_{at}(\partial\Omega) \implies \psi f \in \tilde{H}^{1,p}_{at}(\partial\Omega),
\]

plus a naturally accompanying estimate.

**Proof.** This is a direct consequence of Lemma 2.6. \( \square \)

The spaces \( H^p_{at}(\partial\Omega) \) and \( H^1_{at}(\partial\Omega) \) have inhomogeneous counterparts, denoted by \( h^p_{at}(\partial\Omega) \) and \( h^1_{at}(\partial\Omega) \), respectively. To be precise, fix a graph Lipschitz domain \( \Omega \subset \mathbb{R}^n \) as in (2.1) and assume that \( \frac{n-1}{n} < p \leq 1 < p_o \leq \infty \). Also, fix a threshold \( \eta > 0 \). Call a function \( a \in L^1_{loc}(\partial\Omega) \) an inhomogeneous \((p, p_o)\)-atom if for some surface ball \( S_r \subset \partial\Omega \)

\[
supp a \subseteq S_r, \quad ||a||_{L^{p_o}(\partial\Omega)} \leq r^{(n-1)\left(\frac{1}{p_o} - \frac{1}{p}\right)} , \text{ and}
\]

either \( r = \eta \), or \( r < \eta \) and \( \int_{\partial\Omega} a \, d\sigma = 0 \).

(2.66)

We then define \( h^p_{at}(\partial\Omega) \) as the \( \ell^p \)-span of inhomogeneous \((p, p_o)\)-atoms and equip it with the natural infimum-type quasi-norm. One can check that this is a “local” quasi-Banach space, in the sense that

\[
h^p_{at}(\partial\Omega) \text{ is a module over } C^\alpha(\partial\Omega) \text{ for any } \alpha > (n-1)\left(\frac{1}{p} - 1\right).
\]

(2.67)

Different choices of the parameters \( p_o, \eta \) lead to equivalent quasi-norms and

\[
\left( h^p_{at}(\partial\Omega) \right)^* = C^{(n-1)\left(\frac{1}{p} - 1\right)}(\partial\Omega).
\]

(2.68)

It is also useful to note that.
\[ L^q_{\text{comp}}(\partial \Omega) \subset h^p_{\text{at}}(\partial \Omega), \quad \text{whenever } \frac{n-1}{n} < p \leq 1, \quad q > 1. \]  \hspace{1cm} (2.69)

Furthermore, for each \( p \in (\frac{n-1}{n}, 1] \),

\[ f \in h^p_{\text{at}}(\partial \Omega) \iff f(\cdot, \varphi(\cdot))\sqrt{1 + |\nabla \varphi(\cdot)|^2} \in h^p_{\text{at}}(\mathbb{R}^{n-1}) = \mathcal{F}_{\partial \Omega}^{p,2}(\mathbb{R}^{n-1}), \]  \hspace{1cm} (2.70)

in analogy with the case of homogeneous Hardy spaces. This characterization shows that as far as the space \( h^p_{\text{at}}(\partial \Omega) \) is concerned, the particular values of the parameters \( p_o \) and \( \eta \) (used in the normalization and support size of atoms) are immaterial.

**Lemma 2.8** If \( \Omega \) is as in (2.1), then

\[ H^p_{\text{at}}(\partial \Omega) \hookrightarrow h^p_{\text{at}}(\partial \Omega), \quad \forall p \in (\frac{n-1}{n}, 1]. \]  \hspace{1cm} (2.71)

**Proof.** Of course, in the definitions of the various types of atoms discussed above, we could have replaced “surface balls” with “surface cubes” (i.e., subsets of \( \partial \Omega \) which, in graph coordinates, project onto genuine \((n-1)\)-dimensional cubes whose sides are parallel to the coordinate axes in \( \mathbb{R}^{n-1} \)).

It suffices to show that there exists a finite constant \( C > 0 \) with the property that each \((p, \infty)\)-atom \( a : \partial \Omega \rightarrow \mathbb{R} \) supported in a surface cube \( Q \) of side-length \( r \geq \eta \) has \( \|a\|_{h^p(\partial \Omega)} \leq C. \) To see this, pick \( N \in \mathbb{N} \) such that \( \eta^{2N} < r \leq \eta^{2^{N+1}} \) and cover \( Q \) with \( 2^{2N} \) \((n-1)\)-surface cubes \( Q_j \) of side-length comparable with \( \eta \).

Then \( a = \sum_{j=1}^{2^{N(n-1)}} \lambda_j b_j \), where \( \lambda_j := \left( \frac{r}{\eta} \right)^{-\frac{n-1}{p}} \) and \( b_j := \varphi_j \), \( \varphi_j \in \ell^p \) and \( a \) regular \((p, p_o)\)-atom supported in a surface ball of radius \( \leq \eta \) for every \( j \).

Then \( \text{supp } b_j \subseteq Q_j, \|b_j\|_{L^\infty(\partial \Omega)} \leq \eta^{-\frac{n-1}{p}}, \) and \( \sum_{j=1}^{2^{N(n-1)}} |\lambda_j|^p \leq 2^{N(n-1)}(r/\eta)^{(n-1)} \leq 2^{n-1}. \) The desired conclusion follows. \( \square \)

With \( \Omega, p, p_o \) as before and \( \eta > 0 \) arbitrary, we next define

\[ h^p_{\text{at}}(\partial \Omega) := \left\{ f \in \text{Lip}_c(\partial \Omega)' : f = \sum_j \lambda_j a_j, \; (\lambda_j)_j \in \ell^p \; \text{and} \; a_j \text{ regular } (p, p_o)\text{-atom} \right\}, \]  \hspace{1cm} (2.73)

where the series converges in \( \text{Lip}_c(\partial \Omega)' \), and equip it with the natural infimum quasi-norm. Next, if \( p^* \) is as in (2.48) then, by Poincaré’s inequality,

\[ a \text{ regular } (p, p_o)\text{-atom} \implies \|a\|_{L^{p^*}(\partial \Omega)} \leq C(\partial \Omega, p, p_o), \]  \hspace{1cm} (2.74)

\[ a \text{ regular } (p, p_o)\text{-atom supported in a surface ball of radius } \leq \eta \implies \|a\|_{L^{p}(\partial \Omega)} \leq C(\partial \Omega, \eta, p, p_o). \]  \hspace{1cm} (2.75)
Thus, if \( f = \sum_{j=1}^{\infty} \lambda_j a_j \) is an atomic decomposition of \( f \in H^{1,p}_{al}(\partial \Omega) \), it follows that the series \( \sum_{j=1}^{\infty} \lambda_j a_j \) converges both in \( L^p(\partial \Omega) \) and \( L^p(\partial \Omega) \). As a consequence,

\[
h^{1,p}_{al}(\partial \Omega) \hookrightarrow L^p(\partial \Omega) \cap L^p(\partial \Omega)
\]

(2.76)

and, hence,

\[
h^{1,p}_{al}(\partial \Omega) \hookrightarrow \tilde{H}^{1,p}_{al}(\partial \Omega) \hookrightarrow L^p(\partial \Omega)
\]

(2.77)

boundedly, for each \( p \in (\frac{n-1}{n}, 1] \). In particular,

\[
\| f \|_{L^p(\partial \Omega)} \leq C \| f \|_{\tilde{H}^{1,p}_{al}(\partial \Omega)}, \quad \text{uniformly for } f \in \tilde{H}^{1,p}_{al}(\partial \Omega).
\]

(2.78)

Let us also record here the fact that, if \( \frac{n-1}{n} < p \leq 1 \), we have

\[
f \in h^{1,p}_{al}(\partial \Omega) \iff f(\cdot, \varphi(\cdot)) \in F^{p,2}_{1}(\mathbb{R}^{n-1}).
\]

(2.79)

In particular, various choices of the parameters \( p_0, \eta \) in (2.73) yield the same vector space and topology on \( h^{1,p}_{al}(\partial \Omega) \). The equivalence (2.79) also shows that the space \( h^{1,p}_{al}(\partial \Omega), p \in (\frac{n-1}{n}, 1] \), is local, in the sense that for every function \( \psi \in \text{Lip}_c(\partial \Omega) \), we have

\[
f \in h^{1,p}_{al}(\partial \Omega) \implies \psi f \in h^{1,p}_{al}(\partial \Omega),
\]

(2.80)

plus a natural estimate.

The fact that \( F^{p,2}_{1}(\mathbb{R}^{n-1}) = \{ f \in L^p(\mathbb{R}^{n-1}) \cap S'(\mathbb{R}^{n-1}) : [f] \in \dot{F}^{p,2}_{1}(\mathbb{R}^{n-1}) \} \) for \( \frac{n-1}{n} < p \leq 1 \) yields another alternative characterization of \( h^{1,p}_{al}(\partial \Omega) \), namely

\[
h^{1,p}_{al}(\partial \Omega) = \left\{ f \in L^1_{loc}(\partial \Omega) : f \in L^p(\partial \Omega) \text{ and } \partial_{\tau_j} f \in H^p_{al}(\partial \Omega), \ 1 \leq j \leq n-1 \right\},
\]

(2.81)

and moreover,

\[
\| f \|_{h^{1,p}_{al}(\partial \Omega)} \approx \| f \|_{L^p(\partial \Omega)} + \sum_{j=1}^{n-1} \| \partial_{\tau_j} f \|_{H^p_{al}(\partial \Omega)}.
\]

(2.82)

Let us also note here that if \( \Omega \) is as in (2.1) and \( \frac{n-1}{n} < p \leq 1 \), then for each \( j \in \{1, ..., n-1\} \),

\[
\partial_{\tau_j} : h^{1,p}_{al}(\partial \Omega) \rightarrow H^p_{al}(\partial \Omega) \quad \text{boundedly.}
\]

(2.83)

Indeed, this is implicit in (2.81)-(2.82).

We conclude this section by recording an elementary yet useful result.
Lemma 2.9 Let $\Sigma$ be the graph of a Lipschitz function $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$ with $\varphi(0) = 0$ and fix two functions $\xi \in C_0^\infty(B(0, 1))$, $\zeta \in C_0^\infty(B(0, 4))$, with $\zeta \equiv 1$ on $B(0, 2)$. Also, assume that $k : \Sigma \times \Sigma \setminus \text{diag} \to \mathbb{R}$ is such that

$$
|k(x, y)| \leq \kappa|x - y|^{-(n-1)}, \quad |\nabla_x k(x, y)| \leq \kappa|x - y|^{-n}, \quad \forall (x, y) \in \Sigma \times \Sigma \setminus \text{diag},
$$

(2.84)

and set

$$
T f(x) := \int_{\Sigma} (1 - \zeta(x)) k(x, y)\xi(y) f(y) \, d\sigma(y), \quad x \in \Sigma.
$$

(2.85)

Then for every $j, k \in \{1, \ldots, n\}$, $p \in (\frac{n-1}{n}, 1]$ and $q \in (1, \infty)$, the operator

$$
\partial_{\tau_{jk}} T : L^q(\partial \Omega) \to H^p_{\alpha_1}(\Sigma)
$$

(2.86)

is well-defined, linear and bounded.

Proof. Let $\psi \in C_0^\infty(B(0, 3/2))$ be such that $0 \leq \psi \leq 1$ and $\psi \equiv 1$ on $B(0, 1)$. Set $\psi_0(x) := \psi(x)$, $\psi_1(x) := \psi(x/2) - \psi(x)$ and $\psi_i(x) := \psi_1(2^{-i+1}x)$ for $i = 2, 3, \ldots$. Then $\psi_i$ is supported in the annulus $\Delta_i := \{x \in \mathbb{R}^n : 2^{-i-1} \leq |x| \leq 2^{-i+1}\}$ and $\sum_{i=0}^\infty \psi_i(x) = \psi(2^{-N}x)$ for $N = 0, 1, \ldots$. In particular, $\sum_{i=0}^\infty \psi_i(x) = 1$. Next, note that if $\|f\|_{L^p(\Sigma)} \leq 1$ then $|T f(x)| \leq C 2^{-i(n-1)}$ and $\partial_{\tau_{jk}}|T f(x)| \leq C 2^{-i(n-1)}$ on $\Delta_i \cap \Sigma$. For $i = 0, 1, \ldots$, we now set $a_i := 2^{(i+1)n-(n-1)/p} \partial_{\tau_{jk}}[\psi_i T f]$, $\lambda_i := 2^{-i(n-1)/(n-1)/p}$. Then $\text{supp} a_i \subset B(0, 2^{i+1}) \cap \Sigma$, $\|a_i\|_{L^p(\Sigma)} \leq C \cdot 2^{-i(n-1)/p}$ and $\int_{\Sigma} a_i \, d\sigma = 0$. Consequently, each $a_i$ is a fixed multiple of a $(p, \infty)$-atom on $\Sigma$. Furthermore, $\sum_{i=0}^\infty \lambda_i a_i$ is an atom on $\Sigma$. This finishes the proof of the lemma.

2.3 Bounded Lipschitz domains

Call an open set $\Omega \subset \mathbb{R}^n$ a bounded Lipschitz domain if there exist $M > 0$ and a family of hyperplanes $\Pi_i$, $i = 1, \ldots, m$, a choice of the unit normal $N_i$ to $\Pi_i$, and a function $\varphi_i : \Pi_i \to \mathbb{R}$ with $|\varphi_i(x) - \varphi_i(y)| \leq M|x - y|$ for all $x, y \in \Pi_i$, which also satisfy the following additional properties. First, for each $i$, in the system of coordinates induced by $(\Pi_i, N_i)$ in $\mathbb{R}^n$, there exists an open, upright, doubly truncated, circular cylinder $Z_i$ such that $\{Z_i\}_{i=1}^m$ covers $\partial \Omega$. Second, if $\Omega_i$ is the domain lying above the graph of $\varphi_i$, once again considered in the system of coordinates induced by $(\Pi_i, N_i)$ in $\mathbb{R}^n$, and if $t Z_i$ denotes the concentric dilation of $Z_i$ by factor $t > 0$ then for each $i$,

$$
\Omega \cap 2(M + 1)Z_i = \Omega_i \cap 2(M + 1)Z_i, \\
\partial \Omega \cap 2(M + 1)Z_i = \partial \Omega_i \cap 2(M + 1)Z_i.
$$

(2.87)

In the sequel, we shall call $(Z_i, \varphi_i)$ a coordinate chart for $\Omega$ and refer to $\partial \Omega_i$ as the graph of $\varphi_i$ in the system of coordinates induced by $Z_i$. Also, a constant is said to depend on the Lipschitz character of $\Omega$ if its size is controlled in terms of $m$, the number of cylinders $\{Z_i\}_{i=1}^m$, the size of these cylinders and the constant $M$.

Given a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$, set $\Omega_+ := \Omega$ and $\Omega_- := \mathbb{R}^n \setminus \Omega$. The nontangential approach regions $\Gamma_+^\pm(x)$, $x \in \partial \Omega$, are defined as $\Gamma_+^\pm(x) := \{y \in \Omega_\pm : |x - y| < (1 + \kappa) \text{dist}(y, \partial \Omega)\}$,
Lemma 2.10 Assume that $\kappa > 0$ is a fixed parameter, while at every boundary point the nontangential maximal function is given by $M(u)(x) := \sup \{|u(y)| : y \in \Gamma_{\kappa}^+(x)\}$ (with the choice of sign depending on whether $u$ is defined in $\Omega_+$ or $\Omega_-$).

For a bounded Lipschitz domain, the spaces $L^p(\partial \Omega)$ and $L^1_1(\partial \Omega)$ when $1 < p < \infty$, as well as $H^p_{\alpha_{1}}(\partial \Omega)$, $H^1_{\alpha_{1}}(\partial \Omega)$, $h^p_{\alpha_{1}}(\partial \Omega)$ and $h^1_{\alpha_{1}}(\partial \Omega)$ when $p \in (\frac{n-1}{n}, 1]$, can be defined as before. As a consequence, when $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain and $\frac{n-1}{n} < p \leq 1$, we have:

\[
    h^p_{\alpha_{1}}(\partial \Omega) = H^p_{\alpha_{1}}(\partial \Omega) + \mathbb{R} = H^p_{\alpha_{1}}(\partial \Omega) + L^q(\partial \Omega) \text{ for each } q > 1,
\]

\[
    h^p_{\alpha_{1}}(\partial \Omega) \hookrightarrow L^q_{-1}(\partial \Omega), \quad \text{where } p^* \text{ is as in (2.48)},
\]

\[
    L^q_{1}(\partial \Omega) \hookrightarrow h^1_{\alpha_{1}}(\partial \Omega) = \overline{H^1_{\alpha_{1}}(\partial \Omega)} \hookrightarrow L^q_{*}(\partial \Omega), \quad \text{for each } q > 1,
\]

\[
    h^p_{\alpha_{1}}(\partial \Omega), \quad h^1_{\alpha_{1}}(\partial \Omega) \text{ are modules over } \text{Lip}(\partial \Omega).
\]

Next, we record a couple of technical results which will not enter the discussion until later on.

**Lemma 2.10** Assume that $\frac{n-1}{n} < p \leq 1$ and that $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain. Also, fix a coordinate cylinder $(Z, \varphi)$ and denote by $\Sigma$ the graph of $\varphi$ in the coordinate system induced by $Z$. Finally, let $\xi \in C^\infty_0(Z)$. Then there exists $C > 0$ such that

\[
    \|\tilde{\xi} f\|_{h^1_{\alpha_{1}}(\partial \Omega)} \leq C \|f\|_{\overline{H^1_{\alpha_{1}}}(\Sigma)}, \tag{2.89}
\]

\[
    \|\tilde{\xi} f\|_{h^1_{\alpha_{1}}(\partial \Omega)} \leq C \|f\|_{h^1_{\alpha_{1}}(\Sigma)}, \tag{2.90}
\]

\[
    \|\tilde{\xi} f\|_{\overline{H^1_{\alpha_{1}}}(\Sigma)} \leq C \|\tilde{\xi} f\|_{h^1_{\alpha_{1}}(\Sigma)} \leq C \|f\|_{h^1_{\alpha_{1}}(\partial \Omega)}, \tag{2.91}
\]

where tilde denotes the extension by zero outside the support (naturally interpreted in each case).

**Proof.** Indeed, (2.89) is implied by Lemma 2.6, whereas (2.90) is a direct consequence of (2.62), and (2.91) follows from (2.77) and (2.62). \qed

In turn, the estimates (2.89)-(2.91) permit one to prove that many of the properties established for the scale $h^1_{\alpha_{1}}(\partial \Omega)$ when $\Omega$ is a graph Lipschitz domain have natural counterparts in the setting of bounded Lipschitz domains. We continue by recording the analogue of (2.81) in the case when $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain.

**Proposition 2.11** Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain, and assume that $\frac{n-1}{n} < p \leq 1$ and $p^*$ is as in (2.48). Also, assume that $1 < q \leq p^*$. Then

\[
    h^1_{\alpha_{1}}(\partial \Omega) = \left\{ f \in L^{p^*}(\partial \Omega) : \partial_{\tau_{j,k}} f \in H^p_{\alpha_{1}}(\partial \Omega), \ 1 \leq j, k \leq n \right\}
\]

\[
    = \left\{ f \in L^{q}(\partial \Omega) : \partial_{\tau_{j,k}} f \in h^p_{\alpha_{1}}(\partial \Omega), \ 1 \leq j, k \leq n \right\}, \tag{2.92}
\]

and in addition,

\[
    \|f\|_{h^1_{\alpha_{1}}(\partial \Omega)} \approx \|f\|_{L^{p^*}(\partial \Omega)} + \sum_{j,k=1}^{n} \|\partial_{\tau_{j,k}} f\|_{H^p_{\alpha_{1}}(\partial \Omega)} \approx \|f\|_{L^{q}(\partial \Omega)} + \sum_{j,k=1}^{n} \|\partial_{\tau_{j,k}} f\|_{h^p_{\alpha_{1}}(\partial \Omega)}. \tag{2.93}
\]
Proof. To get started, we claim that for each \( j, k \in \{1, \ldots, n\} \), the tangential derivative operator

\[
\partial_{\tau_{jk}} : h_{at}^{1,p}(\partial \Omega) \longrightarrow H_{at}^{p}(\partial \Omega)
\]

is well-defined, linear, and bounded. To prove this, fix \( 1 < p \leq \infty \) and observe that \( \partial_{\tau_{jk}} a \) is a (\( p, p_o \))-atom whenever \( a \) is a regular (\( p, p_o \))-atom. It is therefore natural to try to define the operator (2.94) as

\[
\partial_{\tau_{jk}} f := \sum_i \lambda_i \partial_{\tau_{jk}} a_i \text{ whenever } f = \sum_i \lambda_i a_i \text{ in } h_{at}^{1,p}(\partial \Omega).
\]

Nonetheless, due to the redundancy in the atomic representations of functions in \( h_{at}^{1,p}(\partial \Omega) \) the above observation alone does not guarantee that this operator is well-defined. See, e.g., the discussion in [7]. In order to overcome this difficulty, it suffices to show that if \( \{\lambda_j\}_{j \in \ell^0} \) and \( a_j, j \in \mathbb{N} \) are (\( p, p_o \))-regular atoms, then

\[
\sum_i \lambda_i a_i = 0 \text{ in } h_{at}^{1,p}(\partial \Omega) \implies \sum_i \lambda_i \partial_{\tau_{jk}} a_i = 0 \text{ in } H_{at}^{p}(\partial \Omega).
\]

This, however, is a consequence of (2.76), the second line in (2.88), and (2.23). Hence, the operator (2.94) is well-defined and bounded.

Turning to (2.92), let us note that, thanks to (2.88) and (2.94), the three spaces are listed in increasing order. Hence, it suffices to show that if \( f \in L^p(\partial \Omega) \) has \( \partial_{\tau_{jk}} f \in H_{at}^{p}(\partial \Omega) \) for \( 1 \leq j, k \leq n, \) then \( f \in h_{at}^{1,p}(\partial \Omega) \). Note that all spaces involved are modules over Lip(\( \partial \Omega \)). Hence, using a smooth partition of unity, matters can be reduced to the case when \( \partial \Omega \) is replaced by \( \Sigma \subset \mathbb{R}^n \), the graph of a real-valued Lipschitz function defined in \( \mathbb{R}^{n-1} \), and \( f \) is compactly supported on \( \Sigma \). By further flattening \( \Sigma \) to \( \mathbb{R}^{n-1} \) using a bi-Lipschitz change of variables, we arrive at the following question. Prove that if \( f \in L^q_{\text{comp}}(\mathbb{R}^{n-1}) \hookrightarrow h_{at}^{p}(\mathbb{R}^{n-1}) \) has \( \partial_j f \in H_{at}^{p}(\mathbb{R}^{n-1}) \) for every \( j = 1, \ldots, n-1, \) then \( f \in F_1^{p,2}(\mathbb{R}^{n-1}) \). However, since \( h_{at}^{p}(\mathbb{R}^{n-1}) = F_0^{p,2}(\mathbb{R}^{n-1}) \) for \( \frac{n-1}{n} < p \leq 1 \), this latter claim follows from well-known lifting results for Triebel-Lizorkin spaces (cf., e.g., Proposition 2 on p. 19 in [79]). Finally, the equivalences in (2.93) are implicit in the above reasoning. \( \square \)

In keeping with notation introduced in (2.36) and (2.40), if \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, we set

\[
h^p(\partial \Omega) := \begin{cases} h_{at}^{p}(\partial \Omega) & \text{for } \frac{n-1}{n} < p \leq 1, \\ L^p(\partial \Omega) & \text{for } p > 1, \end{cases} \quad h^p(\partial \Omega) := \begin{cases} h_{at}^{1,p}(\partial \Omega) & \text{for } \frac{n-1}{n} < p \leq 1, \\ L^p(\partial \Omega) & \text{for } p > 1. \end{cases}
\]

Let us also point out that all these spaces have natural vector-valued versions, although we shall make no notational distinction between the scalar and the vector-valued case; each time, this should be clear from the context.

### 2.4 Besov and Triebel-Lizorkin spaces in Lipschitz domains

Given an arbitrary open subset \( \Omega \) of \( \mathbb{R}^n \), we denote by \( f|_{\Omega} \) the restriction of a distribution \( f \) in \( \mathbb{R}^n \) to \( \Omega \). For \( 0 < p, q \leq \infty \) and \( s \in \mathbb{R} \) we then set
\[ B^{p,q}_s(\Omega) := \{ \text{f distribution in } \Omega : \exists g \in B^{p,q}_s(\mathbb{R}^n) \text{ such that } g|_\Omega = f \}, \]  
\[ \|f\|_{B^{p,q}_s(\Omega)} := \inf \{ \|g\|_{B^{p,q}_s(\mathbb{R}^n)} : g \in B^{p,q}_s(\mathbb{R}^n), g|_\Omega = f \}, \quad f \in B^{p,q}_s(\Omega). \]

A similar definition is given for \( F^{p,q}_s(\Omega) \) in the case when \( p < \infty \). From the corresponding density result in \( \mathbb{R}^n \), it follows that for any bounded Lipschitz domain \( \Omega \) and any \( 0 < p, q < \infty, s \in \mathbb{R} \),

\[ C^\infty(\overline{\Omega}) \hookrightarrow B^{p,q}_s(\Omega) \cap F^{p,q}_s(\Omega) \text{ densely}. \]  

The existence of a universal extension operator for Besov and Triebel-Lizorkin spaces in an arbitrary Lipschitz domain \( \Omega \subset \mathbb{R}^n \) has been established by V. Rychkov in [80]. To state this result, let \( \mathcal{R}_\Omega \) denote the operator of restriction to \( \Omega \), which maps distributions from \( \mathbb{R}^n \) into distributions in \( \Omega \),

\[ \mathcal{R}_\Omega(u) := u|_{\Omega}, \quad u \text{ distribution in } \mathbb{R}^n. \]  

**Theorem 2.12 ([80])** Let \( \Omega \subset \mathbb{R}^n \) be either a bounded Lipschitz domain, the exterior of a bounded Lipschitz domain, or an unbounded Lipschitz domain. Then there exists a linear, continuous operator \( E_\Omega \), mapping distributions in \( \Omega \) into tempered distributions in \( \mathbb{R}^n \), such that whenever \( 0 < p, q \leq +\infty, s \in \mathbb{R}^n \),

\[ E_\Omega : A^{p,q}_s(\Omega) \longrightarrow A^{p,q}_s(\mathbb{R}^n) \text{ boundedly, satisfying } \mathcal{R}_\Omega(E_\Omega f) = f, \forall f \in A^{p,q}_s(\Omega), \]  

for \( A = B \) or \( A = F \), in the latter case assuming \( p < \infty \).

This and standard properties of retractions allow one to establish interpolation results for Besov and Triebel-Lizorkin spaces in Lipschitz domains. More specifically, we have the following analogue of Theorems 11.1-11.2.

**Theorem 2.13** Suppose \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \). Let \( \alpha_0, \alpha_1 \in \mathbb{R}, \alpha_0 \neq \alpha_1 \), \( 0 < q_0, q_1 \leq \infty, 0 < \theta < 1, \alpha = (1 - \theta)\alpha_0 + \theta\alpha_1 \). Then

\[ (F^{p,q}_{\alpha_0}(\Omega), F^{p,q}_{\alpha_1}(\Omega))_{\theta,q} = B^{p,q}_\alpha(\Omega), \quad 0 < p < \infty, \]  
\[ (B^{p,q}_{\alpha_0}(\Omega), B^{p,q}_{\alpha_1}(\Omega))_{\theta,q} = B^{p,q}_\alpha(\Omega), \quad 0 < p \leq \infty. \]

Furthermore, if \( \alpha_0, \alpha_1 \in \mathbb{R}, 0 < p_0, p_1 < \infty \) and \( 0 < q_0, q_1 \leq \infty \) satisfy \( \min\{q_0, q_1\} < \infty \), then

\[ [F^{p,q}_{\alpha_0}(\Omega), F^{p,q}_{\alpha_1}(\Omega)]_{\theta} = F^{p,q}_\alpha(\Omega), \]  

where \( 0 < \theta < 1, \alpha = (1 - \theta)\alpha_0 + \theta\alpha_1, \frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1} \) and \( \frac{1}{q} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1} \).

If \( \alpha_0, \alpha_1 \in \mathbb{R}, 0 < p_0, p_1, q_0, q_1 \leq \infty \) and \( \min\{q_0, q_1\} < \infty \), then also

\[ [B^{p,q}_{\alpha_0}(\Omega), B^{p,q}_{\alpha_1}(\Omega)]_{\theta} = B^{p,q}_\alpha(\Omega), \]

where \( 0 < \theta < 1, \alpha = (1 - \theta)\alpha_0 + \theta\alpha_1, \frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1} \) and \( \frac{1}{q} = \frac{1 - \theta}{q_0} + \frac{\theta}{q_1} \).

Finally, the same interpolation results remain valid if the spaces \( B^{p,q}_s(\Omega), F^{p,q}_s(\Omega) \) are replaced by \( B^{p,q}_{s,0}(\Omega) \) and \( F^{p,q}_{s,0}(\Omega) \), respectively.
Recall now the standard $L^p$-based Sobolev spaces in a Lipschitz domain $\Omega$:

$$W^p_k(\Omega) := \left\{ f \in L^p(\Omega); \quad \partial^\gamma f \in L^p(\Omega), \quad \forall \gamma : |\gamma| \leq k \right\}, \quad 1 < p < \infty, \quad k \in \mathbb{N}_0,$$

equipped with the norm

$$\|f\|_{W^p_k(\Omega)} := \sum_{|\gamma| \leq k} \|\partial^\gamma f\|_{L^p(\Omega)}.$$  \hfill (2.106)

In view of Theorem 2.12, for any Lipschitz domain $\Omega$, we have

$$W^p_k(\Omega) = F^p_k(\Omega), \quad 1 < p < \infty, \quad k \in \mathbb{N}_0.$$  \hfill (2.108)

For $0 < p, q \leq \infty$, $s \in \mathbb{R}$, we set

$$A^{s, q}_{p, 0}(\Omega) := \left\{ f \in A^{s, q}_{p} (\mathbb{R}^n); \quad \text{supp } f \subseteq \overline{\Omega}, \right\},$$

$$\|f\|_{A^{s, q}_{p, 0}(\Omega)} := \|f\|_{A^{s, q}_{p} (\mathbb{R}^n)}, \quad f \in A^{s, q}_{p, 0}(\Omega),$$

where, as usual, either $A = F$ and $p < \infty$ or $A = B$. Thus, $B^{s, q}_{p, 0}(\Omega)$, $F^{s, q}_{p, 0}(\Omega)$ are closed subspaces of $B^{s, q}_{p} (\mathbb{R}^n)$ and $F^{s, q}_{p} (\mathbb{R}^n)$, respectively. In the same vein, we also define

$$L^p_{s, 0}(\Omega) := \{ f \in L^p(\mathbb{R}^n); \quad \text{supp } f \subseteq \overline{\Omega}, \quad 1 < p < \infty, \quad s \in \mathbb{R},$$

with the norms inherited from $L^p_{s, 0}(\mathbb{R}^n)$.

For $0 < p, q \leq \infty$ and $s \in \mathbb{R}$, we also introduce

$$A^{p, q}_{s, z}(\Omega) := \left\{ f \text{ distribution in } \Omega; \quad \exists g \in A^{p, q}_{s, 0}(\Omega) \text{ with } g|_{\Omega} = f \right\},$$

$$\|f\|_{A^{p, q}_{s, z}(\Omega)} := \inf \left\{ \|g\|_{A^{p, q}_{s, 0}(\mathbb{R}^n)} ; \quad g \in A^{p, q}_{s, 0}(\Omega), \quad g|_{\Omega} = f \right\}, \quad f \in A^{p, q}_{s, z}(\Omega),$$  \hfill (2.111)

(where, as before, $A = F$ and $p < \infty$ or $A = B$) and, in keeping with earlier conventions,

$$L^p_{s, s}(\Omega) := F^{p, 2}_{s, z}(\Omega) = \{ f \text{ distribution in } \Omega; \quad \exists g \in L^p_{s, 0}(\Omega) \text{ with } g|_{\Omega} = f \},$$  \hfill (2.112)

if $1 < p < \infty$, $s \in \mathbb{R}$. For further use, let us also make the simple yet important observation that the operator of restriction to $\Omega$ induced linear, bounded mappings in the following settings

$$\mathcal{R}_{\Omega} : A^{p, q}_{s} (\mathbb{R}^n) \longrightarrow A^{p, q}_{s} (\Omega) \quad \text{and} \quad \mathcal{R}_{\Omega} : A^{p, q}_{s, 0} (\mathbb{R}^n) \longrightarrow A^{p, q}_{s, z} (\Omega)$$  \hfill (2.113)

for $0 < p, q \leq \infty$, $s \in \mathbb{R}$.

It follows that if $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$ and $0 < p, q < \infty$, $s \in \mathbb{R}$, then

$$C^{\infty}_{0}(\Omega) \hookrightarrow A^{p, q}_{s, z}(\Omega) \quad \text{densely},$$  \hfill (2.114)

$$C^{\infty}(\overline{\Omega}) \hookrightarrow A^{p, q}_{s, 0}(\Omega) \quad \text{densely},$$  \hfill (2.115)

$$C^{\infty}_{0}(\Omega) \hookrightarrow A^{p, q}_{s, z}(\Omega) \quad \text{densely},$$  \hfill (2.116)

where, as before, tilde denotes the extension by zero outside $\Omega$ and $A$ stands for either $B$ or $F$. Indeed, the same proof as in the Remark 2.7 on p. 170 of [46] gives (2.114) and a minor variation of it justifies (2.114) as well. Finally, (2.116) is a consequence of (2.114) and the fact that $\mathcal{R}_{\Omega}$ maps $A^{p, q}_{s, 0}(\Omega)$ continuously onto $A^{p, q}_{s, z}(\Omega)$. 
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Proposition 2.14 ([91]) Assume that \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \), and suppose that \( 0 < p, q \leq \infty \) and \( s > \max\left(\frac{1}{p} - 1, n\left(\frac{1}{p} - 1\right)\right) \). Then extension by zero defined as

\[
\tilde{f}(x) := \begin{cases} f(x) & \text{if } x \in \Omega, \\ 0 & \text{if } x \in \mathbb{R}^n \setminus \Omega, \end{cases} \tag{2.117}
\]

induces a linear and bounded operator from \( B^{p,q}_{s,z}(\Omega) \) to \( B^{p,q}_{s,0}(\Omega) \) and, if \( p < \infty \), from \( F^{p,q}_{s,z}(\Omega) \) to \( F^{p,q}_{s,0}(\Omega) \). Furthermore, if \( \max\left(\frac{1}{p} - 1, n\left(\frac{1}{p} - 1\right)\right) < s < 1/p \) and \( 0 < p, q < \infty \), this operator also maps \( B^{p,q}_{s}(\Omega) \) to \( B^{p,q}_{s,0}(\Omega) \) and, if \( \min\{p, 1\} \leq q \), \( F^{p,q}_{s}(\Omega) \) to \( F^{p,q}_{s,0}(\Omega) \).

If \( 1 < p, q < \infty \) and \( 1/p + 1/p' = 1/q + 1/q' = 1 \), then

\[
\left(A^{p,q}_{s,z}(\Omega)\right)^* = A^{p',q'}_{-s,z}(\Omega) \quad \text{if } s > -1 + \frac{1}{p}, \tag{2.118}
\]

\[
\left(A^{p,q}_{s}(\Omega)\right)^* = A^{p',q'}_{-s,z}(\Omega) \quad \text{if } s < \frac{1}{p}. \tag{2.119}
\]

Furthermore, for each \( s \in \mathbb{R} \) and \( 1 < p, q < \infty \), the spaces \( A^{p,q}_{s}(\Omega) \) and \( A^{p,q}_{s,0}(\Omega) \) are reflexive. As a consequence of (2.118)-(2.119) let us also note the following useful result:

Proposition 2.15 Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), and assume that \( 1 < p, q < \infty \), \( 1/p + 1/p' = 1/q + 1/q' = 1 \). Then

\[
\left(B^{p,q}_{s}(\Omega)\right)^* = B^{p',q'}_{-s}(\Omega), \quad \left(F^{p,q}_{s}(\Omega)\right)^* = F^{p',q'}_{-s}(\Omega), \tag{2.120}
\]

provided \(-1 + 1/p < s < 1/p\).

There is yet another type of smoothness space which will play a significant role for us. Specifically, for \( \Omega \subset \mathbb{R}^n \) Lipschitz domain, we set

\[
A^{\circ,q}_{s}(\Omega) := \text{the closure of } C_0^\infty(\Omega) \text{ in } A^{p,q}_{s}(\Omega), \quad 0 < p, q \leq \infty, \ s \in \mathbb{R}, \tag{2.121}
\]

where, as usual, \( A = F \) or \( A = B \). For every \( 0 < p, q < \infty \) and \( s \in \mathbb{R} \), we then have

\[
A^{p,q}_{s,0}(\Omega) \hookrightarrow A^{\circ,q}_{s}(\Omega) \hookrightarrow A^{p,q}_{s}(\Omega), \quad \text{continuously}. \tag{2.122}
\]

The second inclusion is trivial from (2.121), whereas the first can be justified as follows. If \( f \in A^{p,q}_{s,0}(\Omega) \), then there exists \( u \in A^{p,q}_{s,0}(\Omega) \) such that \( R_{\Omega}(u) = f \). By (2.114), there exists a sequence \( u_j \in C_0^\infty(\Omega) \) such that \( \tilde{u}_j \to u \) in \( A^{p,q}(\mathbb{R}^n) \), which then implies \( u_j = R_{\Omega}(\tilde{u}_j) \to R_{\Omega}(u) = f \) in \( A^{p,q}_{s,0}(\Omega) \). This proves that \( f \in A^{\circ,q}_{s,0}(\Omega) \) and the desired conclusion follows easily from this.

Going further, Proposition 3.1 in [91] ensures that

\[
A^{\circ,q}_{s}(\Omega) = A^{p,q}_{s}(\Omega) = A^{p,q}_{s,0}(\Omega), \quad A \in \{F, B\}, \tag{2.123}
\]

whenever \( 0 < p, q < \infty \), \( \max\left(\frac{1}{p} - 1, n\left(\frac{1}{p} - 1\right)\right) < s < 1/p \), and \( \min\{p, 1\} \leq q < \infty \) in the case \( A = F \). Other cases of interest have been considered in [64], from which we quote the following result.
Proposition 2.16 Let Ω be a bounded Lipschitz domain in \( \mathbb{R}^n \). Then

\[
F^\varphi_{s,q}(\Omega) = F^p_{s,q}(\Omega)
\]

provided

\[
0 < p < \infty, \quad \min\{1, p\} \leq q < \infty, \quad \text{and}
\]

\[
\exists k \in \mathbb{N}_0 \quad \text{so that} \quad \max\left(\frac{1}{p} - 1, n\left(\frac{1}{p} - 1\right)\right) < s - k < \frac{1}{p}.
\]

Furthermore,

\[
B^\varphi_{s,q}(\Omega) = B^p_{s,q}(\Omega)
\]

whenever

\[
0 < p, q < \infty \quad \text{and} \quad \exists k \in \mathbb{N}_0 \quad \text{so that} \quad \max\left(\frac{1}{p} - 1, n\left(\frac{1}{p} - 1\right)\right) < s - k < \frac{1}{p}.
\]

2.5 Smoothness spaces on Lipschitz boundaries

For \( a \in \mathbb{R} \) set \( (a)_+ := \max\{a, 0\} \). Consider three parameters \( p, q, s \) subject to

\[
0 < p, q \leq \infty, \quad (n - 1)\left(\frac{1}{p} - 1\right)_+ < s < 1,
\]

and assume that \( \Omega \subset \mathbb{R}^n \) is the upper-graph of a Lipschitz function \( \varphi : \mathbb{R}^{n-1} \to \mathbb{R} \). We then define \( B^p_{s,q}(\partial \Omega) \) as the space of locally integrable functions \( f \) on \( \partial \Omega \) for which the assignment \( \mathbb{R}^{n-1} \ni x \mapsto f(x, \varphi(x)) \) belongs to \( B^p_{s,q}(\mathbb{R}^{n-1}) \) (cf. §11.1). We then define

\[
\|f\|_{B^p_{s,q}(\partial \Omega)} := \|f(\cdot, \varphi(\cdot))\|_{B^p_{s,q}(\mathbb{R}^{n-1})}.
\]

As far as Besov spaces with a negative amount of smoothness are concerned, in the same context as above we set

\[
f \in B^{p,q}_{s-1}(\partial \Omega) \iff f(\cdot, \varphi(\cdot))\sqrt{1 + |\nabla \varphi(\cdot)|^2} \in B^{p,q}_{s-1}(\mathbb{R}^{n-1}),
\]

\[
\|f\|_{B^{p,q}_{s-1}(\partial \Omega)} := \|f(\cdot, \varphi(\cdot))\sqrt{1 + |\nabla \varphi(\cdot)|^2}\|_{B^{p,q}_{s-1}(\mathbb{R}^{n-1})}.
\]

As is well-known, the case when \( p = q = \infty \) corresponds to the usual (non-homogeneous) Hölder spaces \( C^s(\partial \Omega) \), defined by the requirement that

\[
\|f\|_{C^s(\partial \Omega)} := \|f\|_{L^\infty(\partial \Omega)} + \sup_{x,y \in \partial \Omega} \frac{|f(x) - f(y)|}{|x - y|^s} < +\infty.
\]

All the above definitions then readily extend to the case of (bounded) Lipschitz domains in \( \mathbb{R}^n \) via a standard partition of unity argument.

We now recall several properties of the Besov scales just introduced above which are going to be of importance for us later on.
Proposition 2.17 For \((n-1)/n < p < \infty\) and \((n-1)(1/p - 1)_+ < s < 1\),
\[
\|f\|_{B^s_{p,p}(\partial\Omega)} \approx \|f\|_{L^p(\partial\Omega)} + \left(\int_{\partial\Omega} \int_{\partial\Omega} \frac{|f(x) - f(y)|^p}{|x-y|^{n-1+sp} \, d\sigma(x) \, d\sigma(y)}\right)^{1/p}.
\] (2.133)

See [64] for a proof of the equivalence (2.133).

Theorem 2.18 ([64]) Let \(\Omega\) be a Lipschitz domain in \(\mathbb{R}^n\) and assume that the indices \(p\) and \(s\) satisfy \(n-1/n < p < \infty\) and \((n-1)(1/p - 1)_+ < s < 1\). Then the following hold:

(i) The restriction to the boundary extends to a linear, bounded operator
\[
\text{Tr} : B^{p,q}_{s+1/p} (\Omega) \longrightarrow B^{p,q}_s (\partial\Omega) \quad \text{for} \quad 0 < q < \infty.
\] (2.134)

Moreover, for this range of indices, \(\text{Tr}\) is onto and has a bounded right inverse
\[
\text{Ex} : B^{p,q}_s (\partial\Omega) \longrightarrow B^{p,q}_{s+1/p} (\Omega).
\] (2.135)

(ii) If \(p \neq \infty\), then similar considerations hold for
\[
\text{Tr} : F^{p,q}_{s+1/p} (\Omega) \longrightarrow B^{p,q}_s (\partial\Omega).
\] (2.136)

In particular, the operator (2.136) has a linear, bounded right inverse
\[
\text{Ex} : B^{p,q}_s (\partial\Omega) \longrightarrow F^{p,q}_{s+1/p} (\Omega).
\] (2.137)

Theorem 2.19 Let \(\Omega\) be a bounded Lipschitz domain in \(\mathbb{R}^n\) and assume that \(n-1/n < p < \infty\), \((n-1)(1/p - 1)_+ < s < 1\) and \(\min\{1,p\} \leq q < \infty\). Then
\[
F^{p,q}_{s+1/p,z} (\Omega) = \{ f \in F^{p,q}_{s+1/p} (\Omega) : \text{Tr} f = 0\}
\] (2.138)

and
\[
C^\infty_c (\Omega) \hookrightarrow F^{p,q}_{s+1/p,z} (\Omega) \quad \text{densely.}
\] (2.139)

Furthermore, a similar result is valid for the scale of Besov spaces. More specifically, if \(n-1/n < p < \infty\), \((n-1)(1/p - 1)_+ < s < 1\) and \(0 < q < \infty\), then
\[
B^{p,q}_{s+1/p,z} (\Omega) = \{ f \in B^{p,q}_{s+1/p} (\Omega) : \text{Tr} f = 0\}
\] (2.140)

and
\[
C^\infty_c (\Omega) \hookrightarrow B^{p,q}_{s+1/p,z} (\Omega) \quad \text{densely.}
\] (2.141)

Proposition 2.20 Suppose that \(\Omega\) is a bounded Lipschitz domain in \(\mathbb{R}^n\). Furthermore, assume that \(0 < p, q, q_0, q_1 \leq \infty\) and that
\[
\text{either} \quad (n-1)\left(\frac{1}{p} - 1\right)_+ < s_0 \neq s_1 < 1,
\] or
\[
-1 + (n-1)\left(\frac{1}{p} - 1\right)_+ < s_0 \neq s_1 < 0.
\] (2.142)
Then, with $0 < \theta < 1$, $s = (1 - \theta)s_0 + \theta s_1$,

$$
(B_{s_0}^{p,0}(\partial \Omega), B_{s_1}^{p,q_1}(\partial \Omega))_{\theta, q} = B_s^{p,q}(\partial \Omega). \quad (2.143)
$$

Furthermore, if $0 < p_i, q_i \leq \infty$ are such that $\min\{q_0, q_1\} < \infty$ and either one of the following two conditions

$$
either (n - 1)\left(\frac{1}{p_i} - 1\right)_+ < s_i < 1, \quad i = 0, 1, \\
or -1 + (n - 1)\left(\frac{1}{p_i} - 1\right)_+ < s_i < 0, \quad i = 0, 1,
$$

is satisfied then

$$[B_{s_0}^{p_0,0}(\partial \Omega), B_{s_1}^{p_1,q_1}(\partial \Omega)]_{\theta, q} = B_s^{p,q}(\partial \Omega), \quad (2.145)
$$

where

$$0 < \theta < 1, \quad s := (1 - \theta)s_0 + \theta s_1, \quad \frac{1}{p} := \frac{1 - \theta}{p_0} + \frac{\theta}{p_1} \text{ and } \frac{1}{q} := \frac{1 - \theta}{q_0} + \frac{\theta}{q_1}. \quad (2.146)
$$

**Proposition 2.21** Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain and fix $(n - 1)/n < p < \infty$, $0 < q \leq \infty$, and $(n - 1)(\frac{1}{p} - 1)_+ < s < 1$. Then, for each $j, k \in \{1, ..., n\}$, the tangential derivative operator

$$
\partial_{\tau_{jk}} : B_{s_0}^{p,q}(\partial \Omega) \rightarrow B_{s-1}^{p,q}(\partial \Omega) \quad (2.147)
$$
is well-defined, linear, and bounded.

Next, we discuss an atomic decomposition result for the space $B_{s-1}^{p,p}(\partial \Omega)$ when $(n - 1)/n < p < \infty$ and $(n - 1)(\frac{1}{p} - 1)_+ < s < 1$. For a given, fixed parameter $\eta = \eta(\partial \Omega) > 0$, call $a_S \in L^\infty(\partial \Omega)$ an atom for $B_{s-1}^{p,p}(\partial \Omega)$ if

$$
(1) \exists S = S_r, \text{ surface ball, such that supp}(a_S) \subseteq S, \quad (2.148) \\
(2) \|a_S\|_{L^\infty(\partial \Omega)} \leq r^{s-1 - \frac{n+1}{p}}, \quad (2.149) \\
(3) \int_{\partial \Omega} a_S(x) d\sigma(x) = 0 \text{ when } r < \eta. \quad (2.150)
$$

We have:

**Proposition 2.22** For any bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ there exists $\eta = \eta(\partial \Omega) > 0$ such that the following is true. If $(n - 1)/n < p \leq 1$ and $(n - 1)(\frac{1}{p} - 1)_+ < s < 1$ then

$$
\|f\|_{B_{s-1}^{p,p}(\partial \Omega)} \approx \inf \left\{ \left( \sum_S |\lambda_S|^p \right)^{1/p} : \right. \\
\left. f = \sum_S \lambda_S a_S, \ a_S \text{ are } B_{s-1}^{p,p}(\partial \Omega) \text{ atoms, } \{\lambda_S\}_S \in \ell^p \right\}, \quad (2.151)
$$
uniformly for $f \in B_{s-1}^{p,p}(\partial \Omega)$.
Lemma 2.23 Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain and assume that $k : \partial \Omega \times \partial \Omega \setminus \text{diag} \to \mathbb{R}$ is such that

$$|k(x, y)| \leq \kappa |x - y|^{-(n-1)}, \quad |\nabla_y k(x, y)| \leq \kappa |x - y|^{-n}, \quad \forall (x, y) \in \partial \Omega \times \partial \Omega \setminus \text{diag}. \quad (2.152)$$

For a fixed function $\xi \in C_0^\infty(\mathbb{R}^n)$ set $\tilde{k}(x, y) := [\xi(x) - \xi(y)]k(x, y)$ and introduce

$$Cf(x) := \int_{\partial \Omega} \tilde{k}(x, y)f(y) \, d\sigma(y), \quad x \in \partial \Omega. \quad (2.153)$$

Then for every $s \in (0, 1)$ and $q \in (1, \infty)$, the operator

$$C : B^{q,q}_{s} (\partial \Omega) \to L^q (\partial \Omega) \quad (2.154)$$

is well-defined, linear, and bounded.

Proof. Consider first the case of (2.154) when $q = 1$. Our goal is to show that there exists $C > 0$ such that

$$\|Ca\|_{L^1(\partial \Omega)} \leq C \quad (2.155)$$

for every $B^{1,1}_{s} (\partial \Omega)$-atom $a$. Recall the parameter $\eta$ from Proposition 2.22 and note that if $a$ is an atom supported in a surface ball of radius $\geq \eta$ then $\|a\|_{L^1(\partial \Omega)} \leq C(\eta, \partial \Omega) < \infty$. Thus, (2.155) holds in this case since $C$ maps $L^1(\partial \Omega)$ boundedly into itself. When $a$ is a $B^{1,1}_{s} (\partial \Omega)$-atom supported in a surface ball $S_r(x_o)$ with $x_o \in \partial \Omega$ and $0 < r \leq \eta$, it is elementary to establish that

$$\int_{S_{2r}(x_o)} |Ca(x)| \, d\sigma(x) \leq Cr^{1-s} \leq C \quad \text{and} \quad \int_{\partial \Omega \setminus S_{2r}(x_o)} |Ca(x)| \, d\sigma(x) \leq Cr^{1-s} \ln r \leq C \quad (2.156)$$

for some finite $C = C(\partial \Omega, \eta, \kappa) > 0$. From this, (2.155) follows. Hence, (2.154) holds when $q = 1$. Since, by Schur’s lemma, $C$ maps $L^p(\partial \Omega)$ boundedly into itself whenever $1 < p < \infty$, the claim about (2.154) follows in its full generality from what we have just proved and interpolation. \hfill \square

We shall now briefly discuss the Triebel-Lizorkin spaces on the boundary of a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$, denoted in the sequel by $F^{p,q}_{s}(\partial \Omega)$. Compared with the Besov scale, the most important novel aspect here is the possibility of allowing the endpoint case $s = 1$ as part of the general discussion if $q = 2$. To discuss this in more detail, assume that

either $0 < p < \infty, \quad 0 < q \leq \infty, \quad (n - 1) \left(\frac{1}{\min \{p, q\}} - 1\right) + s < 1, \quad (2.157)$

or $\frac{n-1}{n} < p < \infty, \quad q = 2$ and $s = 1$.

The starting point in introducing Triebel-Lizorkin spaces on $\partial \Omega$ is the case when $\Omega$ is the domain lying above the graph of a Lipschitz function $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$. In this case, if $(p, q, s)$ are as in (2.157), we define $F^{p,q}_{s}(\partial \Omega)$ as the collection of all locally integrable functions on $\partial \Omega$ such that

$$\|f\|_{F^{p,q}_{s}(\partial \Omega)} := \|f(\cdot, \varphi(\cdot))\|_{F^{p,q}_{s}(\mathbb{R}^{n-1})} < +\infty, \quad (2.158)$$
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and $F_{s-1}^{p,q}(\partial \Omega)$ is defined as the collection of all functionals $f \in (\text{Lip}_c(\partial \Omega))^\prime$ such that

$$||f||_{F_{s-1}^{p,q}(\partial \Omega)} := ||f(\cdot, \varphi(\cdot))\sqrt{1 + |\nabla \varphi(\cdot)|^2}||_{F_{s-1}^{p,q}(\mathbb{R}^{n-1})} < +\infty.$$  \hspace{1cm} (2.159)

When $(p,q,s)$ are as in (2.157), the Triebel-Lizorkin scale in $\mathbb{R}^{n-1}$ is invariant under pointwise multiplication by Lipschitz maps as well as composition by Lipschitz diffeomorphisms. In turn, this can be used to define $F_s^{p,q}(\partial \Omega)$ and $F_{s-1}^{p,q}(\partial \Omega)$ when $\Omega$ is a bounded Lipschitz domain, via a standard partition of unity argument.

Some basic properties of the spaces just introduced are as follows. First,

$$F_0^{p,2}(\partial \Omega) = h^p(\partial \Omega), \quad F_1^{p,2}(\partial \Omega) = h_1^p(\partial \Omega), \quad \frac{n-1}{n} < p < \infty,$$  \hspace{1cm} (2.160)

where $h^p(\partial \Omega), h_1^p(\partial \Omega)$ have been introduced in (2.97). Second,

**Proposition 2.24** Let $\Omega$ be an arbitrary bounded Lipschitz domain in $\mathbb{R}^n$. Assume that the indices $s, s_0, p, p_0, q, q_0, q_1, q_1, \theta$ are as in (2.146) and each of the two triplets $(p_0, q_0, s_0)$ and $(p_1, q_1, s_1)$ satisfies (2.157). If also $\min \{q_0, q_1\} < \infty$ then

$$[F_{s_0}^{p_0, q_0}(\partial \Omega), F_{s_1}^{p_1, q_1}(\partial \Omega)]_\theta = F_s^{p,q}(\partial \Omega), \quad [F_{s_0 - 1}^{p_0, q_0}(\partial \Omega), F_{s_1 - 1}^{p_1, q_1}(\partial \Omega)]_\theta = F_{s-1}^{p,q}(\partial \Omega).$$  \hspace{1cm} (2.161)

Finally, assume that each of the two triplets $(p, q_0, s_0)$ and $(p, q_1, s_1)$ satisfies (2.157) then

$$(F_{s_0}^{p, q_0}(\partial \Omega), F_{s_1}^{p, q_1}(\partial \Omega))_{\theta, q} = B_s^{p,q}(\partial \Omega), \quad (F_{s_0 - 1}^{p, q_0}(\partial \Omega), F_{s_1 - 1}^{p, q_1}(\partial \Omega))_{\theta, q} = B_{s-1}^{p,q}(\partial \Omega)$$  \hspace{1cm} (2.162)

if $s_0 \neq s_1, 0 < \theta < 1, s = (1 - \theta)s_0 + \theta s_1$ and $0 < q \leq \infty$.

### 3 Rellich identities for divergence form, second-order systems

#### 3.1 Green formulas

Let $\Omega$ be a domain in $\mathbb{R}^n$ and denote by $C^\infty(\Omega)$ the class of smooth, complex-valued functions defined in a neighborhood of $\Omega$. Also, for two fixed nonnegative integers $N, M$, set $\mathcal{E} := [C^\infty(\Omega)]^N$, $\mathcal{F} := [C^\infty(\Omega)]^M$. In the sequel, we let $\langle u, v \rangle := \sum_{\beta=1}^N u_\beta v_\beta$ denote the pointwise inner product in $\mathcal{E}, \mathcal{F}$, etc. Note that this pairing does not involve any complex conjugation (i.e., is bilinear). Next let $D : \mathcal{E} \longrightarrow \mathcal{F}$ be the linear mapping given by

$$Du(x) = \left( \sum_{|\gamma| \leq m} a_\gamma^\alpha(x) \partial^\gamma u_\alpha(x) \right)_\alpha, \quad u \in \mathcal{E}, \ x \in \Omega,$$  \hspace{1cm} (3.1)

i.e. a differential operator of order $m$ in $\Omega$, with smooth, complex-valued coefficients in $\Omega$, acting on vector-valued functions. Its formal transpose is then given by

$$D^\top : \mathcal{F} \longrightarrow \mathcal{E}, \quad D^\top v(x) := \left( \sum_{|\gamma| \leq m} (-1)^{|\gamma|} \partial^\gamma [a_\gamma^\alpha(x) v_\alpha(x)] \right)_\beta, \quad v \in \mathcal{F}, \ x \in \Omega.$$  \hspace{1cm} (3.2)

If the superscript $c$ denotes complex conjugation then $D^c$, the adjoint of $D$ is

$$D^* : \mathcal{F} \longrightarrow \mathcal{E}, \quad D^* u := \left[ D^\top (u^c) \right]^c.$$  \hspace{1cm} (3.3)
In fact, if we set $D^c u := (Du^c)^c$ (i.e. conjugate the coefficients of $D$), then

$$D^* = (D^c)^c = (D^c)^\top, \quad D^\top = (D^*)^c = (D^c)*,$$

and adjunction, transposition and conjugation are all involutions.

Going further, recall that the principal symbol of (3.1) is the mapping

$$\sigma(D; \xi)u := \left(i^m \sum_{|\gamma|=m} a_{\alpha\beta}^{\alpha\gamma} \xi^\gamma u_\beta\right)_\alpha, \quad \xi \in \mathbb{R}^n, \ u \in \mathcal{E},$$

where, throughout this section, $i := \sqrt{-1}$. It follows that, for each $\xi \in \mathbb{R}^n$ and each differential operator $D$ of order $m$,

$$\sigma(D^c; \xi) = (-1)^m \sigma(D; \xi)^c, \quad \sigma(D^\top; \xi) = (-1)^m \sigma(D; \xi)^\top,$$

and $\sigma(D; \xi)* = \sigma(D^*; \xi)$.  

Also, for any two differential operators $D_1, D_2$,

$$\sigma(D_1 D_2; \xi) = \sigma(D_1; \xi) \sigma(D_2; \xi), \quad \xi \in \mathbb{R}^n,$$

whenever the composition is meaningful.

Recall next that for a first-order differential operator $D : \mathcal{E} \to \mathcal{F}$, the following integration by parts formulas are valid:

$$\int_\Omega \langle Du^c, v^c \rangle \, dx = \int_\Omega \langle u, (D^* v)^c \rangle \, dx - \int_{\partial \Omega} \langle i \sigma(D; \nu)u, v^c \rangle \, d\sigma, \quad \text{(3.8)}$$

$$\int_\Omega \langle Du, v \rangle \, dx = \int_\Omega \langle u, D^\top v \rangle \, dx - \int_{\partial \Omega} \langle i \sigma(D; \nu)u, v \rangle \, d\sigma, \quad \text{(3.9)}$$

where $d\sigma$ is the surface measure on $\partial \Omega$ (assumed to be reasonably smooth), $\nu$ is the outward unit normal to $\Omega$, and the functions $u \in \mathcal{E}, v \in \mathcal{F}$, are sufficiently well-behaved near $\partial \Omega$.

We continue to assume that $D : \mathcal{E} \to \mathcal{F}$ is a first-order differential operator and consider $A : \bar{\Omega} \to \mathbb{C}^{M \times M}$ a smooth, matrix-valued function (also occasionally identified with a zero-order differential operator mapping $\mathcal{F}$ into $\mathcal{F}$). With $D$ and $A$ as above, introduce the second-order differential operator

$$L := -D^* AD, \quad L : \mathcal{E} \to \mathcal{F},$$

and the associated conormal derivative

$$\partial^A_\nu := i \sigma(D^*; \nu)AD, \quad \partial^A_\nu : \mathcal{E} \to \mathcal{F}|_{\partial \Omega}. \quad \text{(3.11)}$$

For further reference, let us note here that

$$\sigma(\partial^A_\nu; \xi) = i \sigma(D^*; \nu)A \sigma(D; \xi),$$

so that in particular,

$$\sigma(\partial^A_\nu; \nu) = -i \sigma(L; \nu). \quad \text{(3.13)}$$

Also,
\[ A = A^* \implies L = L^* \implies \sigma(L; \xi)^* = \sigma(L; \xi), \ \forall \xi \in \mathbb{R}^n. \quad (3.14) \]

It follows from (3.8) that

\[
\int_{\Omega} \langle Lu, v^c \rangle \, dx = - \int_{\Omega} \langle D^* A Du, v^c \rangle \, dx
\]

\[
= - \int_{\Omega} \langle ADu, (Dv)^c \rangle \, dx + \int_{\partial \Omega} \langle \partial^A_{\nu} u, v^c \rangle \, d\sigma. \quad (3.15)
\]

Taking the complex conjugates of both sides and interchanging \( u \) and \( v \) also yields

\[
\int_{\Omega} \langle u, (Lv)^c \rangle \, dx = - \int_{\Omega} \langle A^* Du, (Dv)^c \rangle \, dx + \int_{\partial \Omega} \langle u, \partial^A_{\nu} v \rangle \, d\sigma.
\]

(3.16)

In particular,

\[
A = A^* \implies \int_{\Omega} \langle Lu, v^c \rangle \, dx - \langle u, (Lv)^c \rangle \, dx = \int_{\partial \Omega} \langle \partial^A_{\nu} u, v^c \rangle \, d\sigma - \langle u, \partial^A_{\nu} v \rangle \, d\sigma,
\]

(3.17)

i.e. the complex Green formula. Going further, note that replacing \( v \) by \( v^c \) in (3.17) yields the real Green formula

\[
\int_{\Omega} \langle u, (Lv) \rangle \, dx = \int_{\Omega} \langle u, (Lv) \rangle \, dx + \int_{\partial \Omega} \langle u, \partial^A_{\nu} v \rangle \, d\sigma - \int_{\partial \Omega} \langle u, \partial^A_{\nu} v \rangle \, d\sigma
\]

(3.18)

if \( A^c = A, \ D^c = D \) (i.e., \( A \) and \( D \) have real coefficients) and \( A = A^\top \).

### 3.2 A general Rellich identity for second order systems

We continue to employ notation introduced in the previous section. Throughout this section, we shall assume that

\[
Du(x) = \left( \sum_{j=1}^{n} a_{j}^{\alpha \beta}(x) \partial_j u_{\beta}(x) \right)_{1 \leq \alpha \leq M}, \quad u \in [C^\infty(\bar{\Omega})]^N, \quad x \in \bar{\Omega}.
\]

(3.19)

is a first-order differential operator with \( C^1 \) coefficients and that the matrix \( A \) is self-adjoint, i.e.

\[
A^* = A.
\]

(3.20)

Then \( L \), defined as in (3.10), becomes a self-adjoint, second-order partial differential operator. In order to continue, we need one more piece of notation. Specifically, if \( \vec{h} = (h_j)_j : \Omega \rightarrow \mathbb{R}^n \) is a smooth vector field, we set

\[
\nabla^\mathcal{E}_h u := (\nabla_h u_j)_\beta := \left( \sum_{j=1}^{n} h_j \partial_j u_{\beta} \right)_\beta, \quad u \in \mathcal{E},
\]

(3.21)

with an analogous definition for \( \nabla^\mathcal{E}_h \). In this context, \( \nabla_h := \vec{h} \cdot \nabla \) is the usual directional derivative, in the direction of the vector \( h \). It is useful to note that \( \sigma(\nabla^\mathcal{E}_h ; \xi) = i\langle \vec{h}, \xi \rangle I_\mathcal{E} \), where \( I_\mathcal{E} \) stands for the identity operator on \( \mathcal{E} \). Of course, a similar calculation applies to \( \nabla^\mathcal{F}_h \).

The following Leibnitz formula is readily checked:
\[ \nabla_h \langle u, w \rangle = \langle \nabla^\xi u, w \rangle + \langle u, \nabla^\xi_h w \rangle, \quad \forall \ u, w \in \mathcal{E}. \quad (3.22) \]

Of course, a similar Leibnitz formula holds for functions in \( \mathcal{F} \).

If we now set \([D, \nabla_h] := D\nabla_h^\xi - \nabla_h^\xi D\), the symbol calculation

\[ \sigma([D, \nabla_h]; \xi) = \sigma(D; \xi)i(h, \xi)I_E - i(h, \xi)I_F \sigma(D; \xi) = 0, \quad \forall \ \xi \in \mathbb{R}^n, \quad (3.23) \]

shows that \([D, \nabla_h]\) is a first-order differential operator. Integrating by parts then yields

\[ \int_{\partial\Omega} \langle \partial^A_h u, (\nabla^\xi_h u) \rangle \, d\sigma = \int_{\partial\Omega} \langle \sigma(D^*; \nu)ADu, (\nabla^\xi_h u) \rangle \, d\sigma = \int_{\Omega} \langle Lu, (\nabla^\xi_h u) \rangle \, dx + \int_{\Omega} \langle ADu, (\nabla_h^\xi u) \rangle \, d\sigma = \int_{\Omega} \langle Lu, (\nabla^\xi_h u) \rangle \, dx + \int_{\Omega} \langle ADu, (\nabla^\xi_h u) \rangle \, dx + \int_{\Omega} \langle ADu, ([D, \nabla_h]u) \rangle \, dx. \quad (3.24) \]

Next, observe that thanks to (3.22) and the fact that \( h \) has real-valued components, we have the sequence of identities

\[ \langle ADu, (\nabla^\xi_h u)^c \rangle = \langle ADu, (\nabla^\xi_h u)^c \rangle = \langle ADu, (\nabla_h^\xi u) \rangle - \langle \nabla_h^\xi ADu, (Du)^c \rangle = \langle ADu, (Du)^c \rangle - \langle (\nabla_h^\xi A)Du, (Du)^c \rangle = \langle ADu, (Du)^c \rangle - \langle A\nabla^\xi_h Du, (Du)^c \rangle, \quad (3.25) \]

pointwise in \( \Omega \). In this connection, we note that

\[ \sigma([\nabla^\xi_h, A]; \xi) = i(h, \xi)I_F A - A(i(h, \xi)I_F) = 0, \quad \forall \ \xi \in \mathbb{R}^n, \quad (3.26) \]

so we may conclude that \([\nabla^\xi_h, A]\) is a zero-order operator. Moreover, (3.20) allows us to re-write the last term in (3.25) as \( \langle \nabla^\xi_h ADu, (Du)^c \rangle = (\langle ADu, (\nabla^\xi_h Du)^c \rangle)^c \). Altogether, (3.25) becomes

\[ 2\Re \langle ADu, (\nabla^\xi_h Du)^c \rangle = \nabla_h \langle ADu, (Du)^c \rangle + O(|Du|^2|\nabla^\xi_h A|). \quad (3.27) \]

Returning with this back in (3.24) then yields

\[ \Re \int_{\partial\Omega} \langle \partial^A_h u, (\nabla^\xi_h u) \rangle \, d\sigma = \frac{1}{2} \int_{\Omega} \nabla_h \langle ADu, (Du)^c \rangle \, dx + \Re \int_{\Omega} \langle Lu, (\nabla^\xi_h u) \rangle \, dx + \int_{\Omega} O(|Du|^2|\nabla^\xi_h A|) \, dx + \int_{\Omega} O(|A||Du| |D, \nabla_h[u]) \, dx. \quad (3.28) \]
This completes the first round of integration by parts. Our approach involves a second round, based on the scalar Divergence Theorem, \( \int_{\Omega} \nabla_h f \, dx = - \int_{\Omega} (\text{div} \, h) f \, dx + \int_{\partial \Omega} \langle \vec{h}, \nu \rangle f \, d\sigma \). Utilizing this in the context of (3.28), i.e. with \( f := \langle ADu, (Du)^c \rangle \), gives a first version of a Rellich-type identity. To state this formally, we let \( C^1_b(\bar{\Omega}) \) denote the space of bounded, complex-valued functions of class \( C^1 \) in a neighborhood of \( \Omega \), with bounded first-order derivatives.

**Theorem 3.1** Assume that \( \Omega \subset \mathbb{R}^n \) is a Lipschitz domain and let \( D \) be a first-order differential operator as in (3.19) with coefficients in \( C^1_b(\bar{\Omega}) \). Also, let the matrix-valued function \( A \) satisfy (3.20) and define \( L \) as in (3.10).

Suppose next that \( u \in C^2(\Omega) \) is an \( \mathbb{R}^N \)-valued function for which \( M(\nabla u) \in L^2(\partial \Omega) \), the non-tangential boundary trace \( \nabla u \bigg|_{\partial \Omega} \) exists pointwise almost everywhere, and \( \nabla u \) and \( Lu \) are sufficiently well-behaved in \( \Omega \) (e.g. being square integrable will do). Finally, fix an arbitrary vector field \( \vec{h} \in C^1_b(\bar{\Omega}) \) with real-valued components. Then there holds

\[
2 \text{Re} \int_{\partial \Omega} \langle \partial^A_{\nu} u, (\nabla^F_h u)^c \rangle \, d\sigma \\
= \int_{\partial \Omega} \langle \vec{h}, \nu \rangle \langle ADu, (Du)^c \rangle \, d\sigma - \int_{\Omega} (\text{div} \, h) \langle ADu, (Du)^c \rangle \, dx \\
+ 2 \text{Re} \int_{\Omega} \langle Lu, (\nabla^F_h u)^c \rangle \, dx + \int_{\Omega} O(|Du|^2 [\nabla^F_h, A]) \, dx \\
+ \int_{\Omega} O(|A||Du|[D, \nabla_h |u|]) \, dx. \quad (3.29)
\]

In the second part of this section, we would like to further refine the above identity under the additional assumption that

\[
L \text{ is strongly elliptic.} \quad (3.30)
\]

This entails that \( \sigma(L; \xi) \) is an invertible matrix for any \( \xi \neq 0 \). Loosely speaking, this refinement is carried out by decomposing \( D \) into its tangential and normal component on \( \partial \Omega \), analogously to the standard decomposition

\[
\nabla = \nabla_{\text{tan}} + \nu \partial_\nu \quad (3.31)
\]

of the full gradient operator in \( \mathbb{R}^n \) into its tangential and normal components on \( \partial \Omega \).

Let us describe a procedure which, given an arbitrary first-order differential operator \( P \), allows one to decompose \( P \) as the sum of a tangential differential operator on \( \partial \Omega \) and a suitable multiple of \( \partial^A_{\nu} \). The key observation is that the operator

\[
\tau := P - i \sigma(P; \nu) \sigma(L; \nu)^{-1} \partial^A_{\nu} \quad (3.32)
\]

is tangential on \( \partial \Omega \), in the sense that \( \sigma(\tau; \nu) = 0 \), which follows readily from (3.13). In the case when this procedure is applied to \( D \), the resulting tangential operator

\[
\tau_0 := D - i \sigma(D; \nu) \sigma(L; \nu)^{-1} \partial^A_{\nu} \quad (3.33)
\]

has the extra property that, on \( \partial \Omega \),
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\[ \sigma(D^*; \nu) A \tau_0 = -i \partial^A - i \sigma(D^*; \nu) A \sigma(D; \nu) \sigma(L; \nu)^{-1} \partial^A = 0. \] (3.34)

Now, writing \( D = i \sigma(D; \nu) \sigma(L; \nu)^{-1} \partial^A + \tau_0 \) and expanding \( \langle ADu, (Du)^c \rangle \) yields

\[
\langle ADu, (Du)^c \rangle = \langle iA\sigma(D; \nu)\sigma(L; \nu)^{-1}\partial^A u, (Du)^c \rangle \\
+ \langle A\tau_0 u, (i\sigma(D; \nu)\sigma(L; \nu)^{-1}\partial^A u)^c \rangle \\
+ \langle A\tau_0 u, (\tau_0 u)^c \rangle \\
=: I + II + III. \tag{3.35}
\]

Observe that

\[
I = \langle \sigma(L; \nu)^{-1} \partial^A u, (-i \sigma(D^*; \nu) ADu)^c \rangle = \langle \sigma(L; \nu)^{-1} \partial^A u, (-\partial^A u)^c \rangle \tag{3.36}
\]

and that, by (3.34),

\[
II = \langle \sigma(D^*; \nu) A \tau_0 u, (i \sigma(L; \nu)^{-1} \partial^A u)^c \rangle = 0. \tag{3.37}
\]

Thus, all in all,

\[
\langle ADu, (Du)^c \rangle = \langle \sigma(-L; \nu)^{-1} \partial^A u, (\partial^A u)^c \rangle + \langle A \tau_0 u, (\tau_0 u)^c \rangle. \tag{3.38}
\]

Similarly, we decompose

\[
\nabla^F_h = \langle h, \nu \rangle \sigma(-L; \nu)^{-1} \partial^A + \tau_1, \tag{3.39}
\]

where

\[
\tau_1 := \nabla^F_h - \langle h, \nu \rangle \sigma(-L; \nu)^{-1} \partial^A \tag{3.40}
\]

is tangential, by our previous discussion. Thus,

\[
\text{Re} \langle \partial^A u, (\nabla^F_h u)^c \rangle = \text{Re} \langle \partial^A u, (\tau_1 u)^c \rangle + \langle \partial^A u, (\sigma(-L; \nu)^{-1} \partial^A u)^c \rangle \langle h, \nu \rangle \\
= \text{Re} \langle \partial^A u, (\tau_1 u)^c \rangle + \langle \sigma(-L; \nu)^{-1} \partial^A u, (\partial^A u)^c \rangle \langle \tilde{h}, \nu \rangle. \tag{3.41}
\]

Returning with (3.35)-(3.41) in (3.29) finally proves the following general Rellich-type identity.

**Theorem 3.2** Let \( \Omega \subset \mathbb{R}^n \) be a Lipschitz domain, and let \( D \) be a first-order differential operator as in (3.19), with coefficients in \( C^1_b(\overline{\Omega}) \). Let the matrix-valued function \( A \) satisfy (3.20) and assume that the second-order operator \( L \) introduced in (3.10) is strongly elliptic. Next, assume that \( u \in C^2(\Omega) \) is a \( \mathbb{R}^N \)-valued function such that \( M(\nabla u) \in L^2(\partial \Omega) \), the nontangential boundary trace \( \nabla u \big|_{\partial \Omega} \) exists pointwise almost everywhere, and for which \( \nabla u \) and \( Lu \) are sufficiently well-behaved in \( \Omega \) (e.g. being square integrable will do). Finally, fix an arbitrary vector field \( \tilde{h} \in C^1_b(\overline{\Omega}) \) with real-valued components. Then there holds
\[
- \int_{\partial \Omega} \langle \sigma(-L; \nu)^{-1} \partial_\nu^A u, (\partial^A_\nu u)^c \rangle \langle \vec{h}, \nu \rangle \, d\sigma \\
= - \int_{\partial \Omega} \langle A \tau_0 u, (\tau_0 u)^c \rangle \langle \vec{h}, \nu \rangle \, d\sigma + 2 \text{Re} \int_{\partial \Omega} \langle \partial_\nu^A u, (\tau_1 u)^c \rangle \, d\sigma \\
- 2 \text{Re} \int_{\Omega} \langle Lu, (\nabla^T_h u)^c \rangle \, dx + \int_{\Omega} O(|Du|^2 ||\nabla^T_h u, A||) \, dx \\
+ \int_{\Omega} O(|A||Du||D, \nabla_h u|) \, dx,
\]
where all O’s involve only dimensional constants.

4 The Stokes system and hydrostatic potentials

4.1 Bilinear forms and conormal derivatives

For \( \lambda \in \mathbb{R} \) fixed, let
\[
a_{jk}^{\alpha \beta} (\lambda) := \delta_{jk} \delta_{\alpha \beta} + \lambda \delta_{j \beta} \delta_{k \alpha}, \quad 1 \leq j, k, \alpha, \beta \leq n,
\]
and, adopting the summation convention over repeated indices, consider the differential operator
\[
L_\lambda u := \partial_j (a_{jk}^{\alpha \beta} (\lambda) \partial_k u_\beta) = \Delta u_\alpha + \lambda \partial_\alpha (\text{div} \, \vec{u}), \quad 1 \leq \alpha \leq n.
\]
The connection with the material in § 3.1 is as follows. Let \( N := n, M := n^2 \), and consider the first-order differential operator \( D_u := (\partial_k u_\beta)_{1 \leq k, \beta \leq n} \) along with \( A_u := (a_{jk}^{\alpha \beta} (\lambda) v_{k \beta})_{1 \leq j, \alpha \leq n} \). Then \( D^* v = - (\partial_k v_{k \beta})_{1 \leq \beta \leq n} \) and, consequently,
\[
L_\lambda u := - D^* A D u = \left( \partial_j (a_{jk}^{\alpha \beta} (\lambda) \partial_k u_\beta) \right)_{1 \leq \alpha \leq n}.
\]
Thus, all the results from § 3 apply to the operator (4.2). There is, however, one important nuance on which we would like to elaborate. Concretely, as a whole, the Stokes system does not fit into the general framework considered in § 3 because of the divergence-free condition imposed on \( \vec{u} \) and because it involves a pressure function \( \pi \) which plays a different role than (the components of) \( \vec{u} \).

One of the aspects which is directly affected by this issue is the way we shall define the conormal derivative for the Stokes system. More specifically, various considerations dictate that the definition (3.11) should, in the case of the Stokes system, be altered to
\[
\partial^\lambda_\nu (\vec{u}, \pi) := (\nu_j a_{jk}^{\alpha \beta} (\lambda) \partial_k u_\beta - \nu_\alpha \pi)_{1 \leq \alpha \leq n} \\
= \left[ (\nabla \vec{u})^\top + \lambda (\nabla \vec{u}) \right] \nu - \pi \nu \quad \text{on} \ \partial \Omega,
\]
where \( \nabla \vec{u} = (\partial_j u_k)_{1 \leq j, k \leq n} \) denotes the Jacobian matrix of the vector-valued function \( \vec{u} \), and \( \top \) stands for transposition of matrices.
To illustrate the fact that this definition is natural, consider the issue of Green’s formulas, as discussed in §3.1. Then, introducing the bilinear form

\[ A_\lambda(\xi, \zeta) := a^{\alpha \beta}_{jk}(\lambda) \xi^\alpha_j \zeta^\beta_k, \quad \forall \xi, \zeta \in \mathbb{R}^n, \]  

we have the following useful integration by parts formulas:

\[ \int_{\Omega_\pm} \langle L_\lambda \vec{u} - \nabla \pi, \vec{w} \rangle = \pm \int_{\partial \Omega} \langle \partial_\nu^\lambda(\vec{u}, \pi), \vec{w} \rangle - \int_{\Omega_\pm} A_\lambda(\nabla \vec{u}, \nabla \vec{w}) - \pi(\text{div} \, \vec{w}), \]  

and

\[ \int_{\Omega_\pm} \langle L_\lambda \vec{u} - \nabla \pi, \vec{w} \rangle - \langle L_\lambda \vec{w} - \nabla \rho, \vec{u} \rangle = \pm \int_{\partial \Omega} \langle \partial_\nu^\lambda(\vec{u}, \pi), \vec{w} \rangle - \langle \partial_\nu^\lambda(\vec{w}, \rho), \vec{u} \rangle + \int_{\Omega_\pm} \pi(\text{div} \, \vec{w}) - \rho(\text{div} \, \vec{u}), \]  

which should be compared with (3.15) and (3.18) respectively. Above, it is implicitly assumed that the functions involved are reasonably behaved near the boundary and at infinity (if the domain of integration is unbounded). Such considerations are going to be paid appropriate attention to in each specific application of these integration by parts formulas.

We next consider the issue of the (semi-) positiveness of the the bilinear form (4.5). As a preamble, we shall prove the following lemma.

**Lemma 4.1** For \( \xi \) an \( n \times n \) matrix, \( n \geq 2 \), and \( a, b, c \in \mathbb{R} \), let

\[ Q(\xi) = Q_{a,b,c}(\xi) := a |\xi|^2 + b \left| \frac{1}{2}(\xi + \xi^\top) \right|^2 + c |\text{Tr} \, (\xi)|^2, \]  

where \( \text{Tr} \) stands for the usual matrix-trace operator, \( \top \) denotes transposition, and \( |\xi| := [\text{Tr} \, (\xi \xi^\top)]^{1/2} \). Then

\[ (i) \quad Q(\xi) \geq 0 \quad \text{for every } n \times n \text{ matrix } \xi \quad \iff \quad \left\{ \begin{array}{l} a \geq 0, \\
 a + b \geq 0, \\
 a + b + cn \geq 0, \end{array} \right. \]

\[ (ii) \quad \exists \kappa > 0 \text{ with } Q(\xi) \geq \kappa |\xi|^2 \quad \forall \xi \quad \iff \quad \left\{ \begin{array}{l} a > 0, \\
 a + b > 0, \\
a + b + cn > 0, \end{array} \right. \]  

\[ (iii) \quad \exists \kappa > 0 \text{ with } Q(\xi) \geq \kappa |\frac{1}{2}(\xi + \xi^\top)|^2 \quad \forall \xi \quad \iff \quad \left\{ \begin{array}{l} a \geq 0, \\
 a + b > 0, \\
 a + b + cn > 0, \end{array} \right. \]

\[ (iv) \quad \exists \kappa > 0 \text{ with } Q(\xi) \geq \kappa |\text{Tr} \,(\xi)|^2 \quad \forall \xi \quad \iff \quad \left\{ \begin{array}{l} a \geq 0, \\
 a + b \geq 0, \\
 a + b + cn > 0, \end{array} \right. \]

\[ (v) \quad \exists \kappa > 0 \text{ with } Q(\xi) \geq \kappa |\frac{1}{2}(\xi - \xi^\top)|^2 \quad \forall \xi \quad \iff \quad \left\{ \begin{array}{l} a > 0, \\
 a + b \geq 0, \\
 a + b + cn \geq 0. \end{array} \right. \]
Proof. Assume $Q(\xi) \geq 0$ for every $n \times n$ matrix $\xi$ and define $\xi^1, \xi^2, \xi^3$ by

$$\xi^1_{jk} := \frac{1}{\sqrt{2}}(\delta_{j1}\delta_{k2} - \delta_{j2}\delta_{k1}), \quad \xi^2_{jk} := \frac{1}{\sqrt{2}}(\delta_{j1}\delta_{k2} + \delta_{j2}\delta_{k1}), \quad \text{and} \quad \xi^3_{jk} := \frac{1}{\sqrt{n}}\delta_{jk}. \quad (4.10)$$

Then

$$Q(\xi^1) = a \geq 0, \quad Q(\xi^2) = a + b \geq 0, \quad \text{and} \quad Q(\xi^3) = a + b + cn \geq 0. \quad (4.11)$$

Conversely, assume $a \geq 0, a + b \geq 0$ and $a + b + cn \geq 0$. Since

$$\frac{1}{n}\tr|\xi|^2 \leq |\frac{1}{2}(\xi + \xi^\top)|^2 \leq |\xi|^2, \quad (4.12)$$

for every matrix $\xi$ we may write

$$Q(\xi) \geq a|\xi|^2 + b|\frac{1}{2}(\xi + \xi^\top)|^2 - (a + b)\frac{1}{n}\tr|\xi|^2$$

$$= a\left(|\xi|^2 - \frac{1}{n}\tr|\xi|^2\right) + b\left(|\frac{1}{2}(\xi + \xi^\top)|^2 - \frac{1}{n}\tr|\xi|^2\right)$$

$$\geq (a + b)\left(|\frac{1}{2}(\xi + \xi^\top)|^2 - \frac{1}{n}\tr|\xi|^2\right)$$

$$\geq 0. \quad (4.13)$$

Then (ii) follows from (i) once we notice that

$$Q_{a,b,c}(\xi) \geq \kappa|\xi|^2 \quad \forall \xi \iff Q_{a-b,c}(\xi) \geq 0 \quad \forall \xi \iff \begin{cases} a \geq \kappa, \\ a + b \geq \kappa, \\ a + b + cn \geq \kappa. \end{cases} \quad (4.14)$$

Then (iii) and (iv) follow by similar arguments, and (v) also follows easily after noticing that

$$|\xi|^2 = |\frac{1}{2}(\xi + \xi^\top)|^2 + |\frac{1}{2}(\xi - \xi^\top)|^2. \quad (4.15)$$

This finishes the proof of the lemma. \hfill \Box

Recall now the bilinear form (4.5).

**Proposition 4.2** For every $\lambda \in (-1, 1]$ there exists $\kappa_\lambda > 0$ such that for every $n \times n$-matrix $\xi$

$$A_\lambda(\xi, \xi) \geq \kappa_\lambda|\xi|^2 \quad \text{for} \quad |\lambda| < 1 \quad \text{and} \quad A_1(\xi, \xi) \geq \kappa_1|\xi + \xi^\top|^2. \quad (4.16)$$

Also, for $|\lambda| \leq 1$, the Cauchy-Schwarz type inequality

$$A_\lambda(\xi, \zeta)^2 \leq A_\lambda(\xi, \xi)A_\lambda(\zeta, \zeta) \quad (4.17)$$

holds for every $n \times n$-matrices $\xi, \zeta$. Finally, for every $\lambda > -1$ there exists $\kappa_\lambda > 0$ such that

$$A_\lambda(\zeta, \zeta) \geq \kappa_\lambda|\zeta|^2 \quad \text{for} \quad \text{every matrix} \zeta \text{with entries of the form} \zeta_{jk} = \xi_j\eta_k. \quad (4.18)$$

**Proof.** Since $A_\lambda(\xi, \xi) = Q_{1-\lambda, 2\lambda, 0}(\xi)$, Lemma 4.1 readily gives (4.16). The same lemma also shows that, for $|\lambda| \leq 1$, the bilinear form (4.5) is nonnegative, hence the usual proof of the Cauchy-Schwarz inequality gives (4.17). As for (4.18), it suffices to notice that, if $\zeta = (\xi_j\eta_k)_{1 \leq j, k \leq n}$, then $A_\lambda(\zeta, \zeta) = |\xi|^2|\eta|^2 + \lambda|\langle \xi, \eta \rangle|^2$. \hfill \Box
4.2 Hydrostatic layer potential operators

We continue to review background material by recalling the definitions and some basic properties of the layer potentials for the Stokes system in a Lipschitz domain $\Omega \subset \mathbb{R}^n, n \geq 2$. Let $\omega_{n-1}$ denote the surface measure of $S^{n-1}$, the unit sphere in $\mathbb{R}^n$, and let $E(x) = (E_{jk}(x))_{1 \leq j, k \leq n}$ be the Kelvin matrix of fundamental solutions for the Stokes system, where

\[
E_{jk}(x) := -\frac{1}{2\omega_{n-1}} \left( \frac{1}{n-2} \frac{\delta_{jk}}{|x|^{n-2}} + \frac{x_j x_k}{|x|^n} \right), \quad x \in \mathbb{R}^n \setminus \{0\}, \quad n \geq 3, \tag{4.19}
\]

and corresponding to $n = 2$,

\[
E_{jk}(x) := -\frac{1}{4\pi} \left( \delta_{jk} \log |x| + \frac{x_j x_k}{|x|^2} \right), \quad x \in \mathbb{R}^2 \setminus \{0\}. \tag{4.20}
\]

Let us also introduce a pressure vector $\vec{q}(x)$ given by

\[
\vec{q}(x) = (q_j(x))_{1 \leq j \leq n} := -\frac{1}{\omega_{n-1}} \frac{x}{|x|^n}, \quad x \in \mathbb{R}^n \setminus \{0\}. \tag{4.21}
\]

Then we have

\[
\partial_k E_{jk}(x) = 0 \text{ for } 1 \leq j \leq n \text{ and } \partial_j E_{jk}(x) = 0 \text{ for } 1 \leq k \leq n, \tag{4.22}
\]

\[
\Delta E_{jk}(x) = \Delta E_{kj}(x) = \partial_k q_j(x) = \partial_j q_k(x) \text{ for } 1 \leq j, k \leq n. \tag{4.23}
\]

Now, fix $-1 < \lambda \leq 1$, and define the single and double layer potential operators $S$ and $D_\lambda$ by

\[
S \vec{f}(x) := \int_{\partial \Omega} E(x - y) \vec{f}(y) \, d\sigma(y), \quad x \notin \partial \Omega, \tag{4.24}
\]

\[
D_\lambda \vec{f}(x) := \int_{\partial \Omega} \left[ \partial_{\nu(y)} \{E, \vec{q}\}(y - x) \right]^{\top} \vec{f}(y) \, d\sigma(y), \quad x \notin \partial \Omega, \tag{4.25}
\]

where $\partial_{\nu(y)} \{E, \vec{q}\}$ is defined to be the matrix obtained by applying $\partial_{\nu(y)}^\lambda$ to each pair consisting of the $j$-th column in $E$ and the $j$-th component of $\vec{q}$. More concretely,

\[
(\partial_{\nu(y)}^\lambda \{E, \vec{q}\}(y - x))_{jk} := \nu_\alpha(y) \partial_\alpha E_{kj}(y - x) + \lambda \nu_\alpha(y) \partial_k E_{\alpha j}(y - x) - q_j(y - x) \nu_\alpha(y). \tag{4.26}
\]

Let us also define corresponding potentials for the pressure by

\[
Q \vec{f}(x) := \int_{\partial \Omega} \langle \vec{q}(x - y), \vec{f}(y) \rangle \, d\sigma(y), \quad x \notin \partial \Omega, \tag{4.27}
\]

\[
P_\lambda \vec{f}(x) := (1 + \lambda) \int_{\partial \Omega} \nu_j(y) \langle \partial_j \vec{q}(y - x), \vec{f}(y) \rangle \, d\sigma(y), \quad x \notin \partial \Omega. \tag{4.28}
\]
Then
\[ \Delta S\vec{f} - \nabla Q\vec{f} = 0 \quad \text{and} \quad \text{div} \ S\vec{f} = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \partial \Omega, \] (4.29)
and for each \( \lambda \in \mathbb{R} \),
\[ \Delta D_\lambda \vec{f} - \nabla P_\lambda \vec{f} = 0 \quad \text{and} \quad \text{div} \ D_\lambda \vec{f} = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \partial \Omega. \] (4.30)

Let us also consider the fundamental solution for the Laplacian,
\[ E_\Delta(x) := \begin{cases} \frac{1}{(n-2)\omega_{n-1}|x|^{n-2}} & \text{if} \quad n \geq 3, \\ \frac{1}{2\pi}\log|x| & \text{if} \quad n = 2, \end{cases} \] (4.31)
and the corresponding single and double harmonic layer potentials
\[ S_\Delta f(x) := \int_{\partial \Omega} E_\Delta(x - y)f(y)\,d\sigma(y), \quad x \notin \partial \Omega, \] (4.32)
\[ D_\Delta f(x) := \int_{\partial \Omega} \partial_\nu(y)E_\Delta(x - y)f(y)\,d\sigma(y), \quad x \notin \partial \Omega. \] (4.33)

Then
\[ \vec{q} = -\nabla E_\Delta \quad \text{in} \quad \mathbb{R}^n \setminus \{0\}, \] (4.34)
and so
\[ Q\vec{f} = -\sum_{k=1}^{n} \partial_k(S_\Delta f_k) = -\text{div} \ S_\Delta \vec{f}, \] (4.35)
\[ P_\lambda \vec{f} = (1 + \lambda)\text{div} \ D_\Delta \vec{f}. \] (4.36)

Let us now record a basic result from the theory of singular integral operators of Calderón-Zygmund type on Lipschitz domains. To state it, recall that \( \mathcal{F} \) denotes the Fourier transform in \( \mathbb{R}^n \).

**Proposition 4.3** There exists a positive integer \( N = N(n) \) with the following significance. Let \( \Omega \) be as in (2.1), fix some function
\[ k \in C^N(\mathbb{R}^n \setminus \{0\}) \quad \text{with} \quad k(-x) = -k(x) \quad \text{and} \quad k(\lambda x) = \lambda^{-(n-1)}k(x) \quad \forall \lambda > 0, \] (4.37)
and define the singular integral operator
\[ T f(x) := \int_{\partial \Omega} k(x - y)f(y)\,d\sigma(y), \quad x \in \mathbb{R}^n \setminus \partial \Omega. \] (4.38)
Then for each \( p \in \left( \frac{n-1}{n}, \infty \right) \) there exists a finite constant \( C = C(p, n, \partial \Omega) > 0 \) such that

\[
\| M(Tf) \|_{L^p(\partial \Omega)} \leq C \| |S^{n-1}| \|_{C^N} \| f \|_{H^p(\partial \Omega)}. \tag{4.39}
\]

Furthermore, for each \( p \in (1, \infty) \), \( f \in L^p(\partial \Omega) \), the limit

\[
Tf(x) := \text{p.v.} \int_{\partial \Omega} k(x-y)f(y)\,d\sigma(y) := \lim_{\varepsilon \to 0^+} \int_{y \in \partial \Omega, \ |x-y| > \varepsilon} k(x-y)f(y)\,d\sigma(y) \tag{4.40}
\]

exists for a.e. \( x \in \partial \Omega \), and the jump-formula

\[
Tf \big|_{\partial \Omega} (x) := \lim_{z \to x, z \in \Gamma_{\pm}(x)} Tf(z) = \pm \frac{1}{2\sqrt{-1}} \mathcal{F}(k)(\nu(x))f(x) + Tf(x) \tag{4.41}
\]

is valid at a.e. \( x \in \partial \Omega \).

Let us now specialize \( (4.41) \) to the case of hydrostatic layer potentials.

**Proposition 4.4** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a graph Lipschitz domain and assume that \( 1 < p < \infty \). Then for each \( \lambda \in \mathbb{R} \), \( \tilde{f} \in L^p(\partial \Omega) \), and a.e. \( x \in \partial \Omega \),

\[
Q\tilde{f} \big|_{\partial \Omega_{\pm}} (x) = \pm \frac{1}{2} \langle \nu(x), \tilde{f}(x) \rangle + \text{p.v.} \int_{\partial \Omega} \langle \tilde{q}(x-y), \tilde{f}(y) \rangle\,d\sigma(y), \tag{4.42}
\]

\[
D_{\lambda} \tilde{f} \big|_{\partial \Omega_{\pm}} (x) = \left( \pm \frac{1}{2} I + K_\lambda \right) \tilde{f}(x), \tag{4.43}
\]

where \( I \) denotes the identity operator and

\[
K_\lambda \tilde{f}(x) := \text{p.v.} \int_{\partial \Omega} \langle \partial_{\nu(y)}^\lambda \{E, \tilde{q}(y-x)\}^\top \tilde{f}(y) \rangle\,d\sigma(y), \quad x \in \partial \Omega. \tag{4.44}
\]

Furthermore, if \( K_\lambda^* \) is the formal adjoint of \( K_\lambda \), then

\[
\partial_{\nu}^\lambda (S\tilde{f}, Q\tilde{f}) \big|_{\partial \Omega_{\pm}} (x) = \left( \mp \frac{1}{2} I + K_\lambda^* \right) \tilde{f}(x). \tag{4.45}
\]

Finally,

\[
\nabla_{\text{tan}} S\tilde{f} \big|_{\partial \Omega_+} = \nabla_{\text{tan}} S\tilde{f} \big|_{\partial \Omega_-} \quad \text{in} \quad L^p(\partial \Omega), \tag{4.46}
\]

hence

\[
S\tilde{f} := S\tilde{f} \big|_{\partial \Omega_+} = S\tilde{f} \big|_{\partial \Omega_-} \quad \text{in} \quad L^p_1(\partial \Omega). \tag{4.47}
\]

In fact, analogous formulas hold in the case when \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain.
Proof. Recall that if $m$ is an integer and $P_j$ is a harmonic, homogeneous polynomial of degree $j \geq 0$ in $\mathbb{R}^n$ then, as is well-known (cf., e.g., p. 73 in [87]),

$$\mathcal{F}(Q_j)(x) = \frac{P_j(x)}{|x|^{n+m}}$$

(4.48)

where, with $\Gamma$ denoting the standard Gamma function,

$$Q_j(x) := (-1)^j \gamma_j,m \frac{P_j(x)}{|x|^{n+m}} \quad \text{and} \quad \gamma_j,m := (-1)^j \frac{\pi^{\frac{n}{2}} m^{\frac{n}{2}-m}}{\Gamma(\frac{n}{2} + \frac{n}{2} - m)},$$

(4.49)

provided either $0 < m < n$, or $m \in \{0, n\}$ and $j \geq 1$. Based on this and (4.41), a straightforward calculation gives the following trace formulas

$$\partial_j \left( S_{\alpha\beta} g \right) \bigg|_{\partial\Omega_{\pm}} (x) = \mp \frac{1}{2} \nu_j(x) (\delta_{\alpha\beta} - \nu_{\alpha}(x) \nu_{\beta}(x)) g(x) + \partial_j S_{\alpha\beta} g(x)$$

(4.50)

valid at a.e. $x \in \partial\Omega$, for every $g \in L^p(\partial\Omega)$, $1 < p < \infty$, where for each $\alpha, \beta, j \in \{1, ..., n\}$, we have used the abbreviations

$$S_{\alpha\beta} g(x) := \int_{\partial\Omega} E_{\alpha\beta}(x, y) g(y) \, d\sigma(y), \quad x \in \mathbb{R}^n \setminus \partial\Omega,$$

(4.51)

$$\partial_j S_{\alpha\beta} g(x) := \text{p.v.} \int_{\partial\Omega} (\partial_j E_{\alpha\beta})(x, y) g(y) \, d\sigma(y), \quad x \in \partial\Omega.$$  

(4.52)

In particular, for $j \in \{1, ..., n\}$, we have

$$\partial_j S \vec{f} \bigg|_{\partial\Omega_{\pm}} (x) = \mp \frac{1}{2} \nu_j(x) \vec{f}_{\tan}(x) + \text{p.v.} \int_{\partial\Omega} (\partial_j E)(x, y) \vec{f}(y) \, d\sigma(y),$$

(4.53)

at almost every $x \in \partial\Omega$, where $\vec{f}_{\tan} := \vec{f} - \nu \langle \nu, \vec{f} \rangle$ is the tangential component of $\vec{f}$. In a similar fashion,

$$\partial_j S_{\Delta} g \bigg|_{\partial\Omega_{\pm}} (x) = \mp \frac{1}{2} \nu_j(x) g(x) + \text{p.v.} \int_{\partial\Omega} (\partial_j E_{\Delta})(x, y) g(y) \, d\sigma(y),$$

(4.54)

for a.e. $x \in \partial\Omega$. Now, all the trace formulas in the statement of the proposition are direct corollaries of (4.53) and (4.54). \hfill \Box

With the help of Proposition 4.3, we can now establish the following.

**Proposition 4.5** Let $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. Then for $\frac{n-1}{n} < p < \infty$, there exists $C = C(\partial\Omega, p)$ such that for any $\vec{f} = (f_1, ..., f_n)$ in $H^p(\partial\Omega)$,

$$\|M(\nabla S \vec{f})\|_{L^p(\partial\Omega)} + \|M(\mathcal{Q}\vec{f})\|_{L^p(\partial\Omega)} + \sum_{k=1}^{n} \|M(\nabla S_{\Delta} f_k)\|_{L^p(\partial\Omega)} \leq C \|\vec{f}\|_{H^p(\partial\Omega)}.$$  

(4.55)
Moreover, for \( \lambda \in \mathbb{R} \) and \( 1 < p < \infty \), there exists \( C = C(\partial \Omega, p) \) such that for any \( \vec{f} \in L^p(\partial \Omega) \),

\[
\|M(D_\lambda \vec{f})\|_{L^p(\partial \Omega)} \leq C \|\vec{f}\|_{L^p(\partial \Omega)}. \tag{4.56}
\]

Similar results are also valid when \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, with \( H^p(\partial \Omega) \) replaced by \( h^p(\partial \Omega) \), its local version.

This result leads to the following corollary.

**Corollary 4.6** Let \( \Omega \subseteq \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain, and fix \( \lambda \in \mathbb{R} \). Then the operators

\[
K_\lambda, K_\lambda^* : L^p(\partial \Omega) \rightarrow L^p(\partial \Omega), \tag{4.57}
\]

\[
S : L^p(\partial \Omega) \rightarrow L^p_1(\partial \Omega), \tag{4.58}
\]

are well-defined, linear, and bounded whenever \( 1 < p < \infty \). A similar result holds when \( \Omega \) is a graph Lipschitz domain, except in this case the Sobolev space \( L^p_1(\partial \Omega) \) is replaced by its homogeneous version \( \dot{L}^p_1(\partial \Omega) \).

We now turn to the action of layer potential operators on Sobolev spaces of negative smoothness. If \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, \( p \in (1, \infty) \), and \( \vec{f} = (f_1, ..., f_n) \) is a vector whose components are functionals in \( L^p_{-1}(\partial \Omega) = \left( L^p_1(\partial \Omega) \right)^* \), \( 1/p + 1/p' = 1 \), we set

\[
S\vec{f}(x) := \left( \sum_{k=1}^n \left\langle E_{jk}(x - \cdot)\big|_{\partial \Omega}, f_k \right\rangle \right)_{1 \leq j \leq n}, \quad x \in \mathbb{R}^n \setminus \partial \Omega, \tag{4.59}
\]

where in this context, \( \langle \cdot, \cdot \rangle \) is the duality bracket between \( L^p_{-1}(\partial \Omega) \) and \( \left( L^p_1(\partial \Omega) \right)^* \). It is then clear that this operator is compatible with (4.24), when the latter is considered acting on \( L^p(\partial \Omega) \hookrightarrow L^p_{-1}(\partial \Omega) \). This justifies our retaining the same piece of notation for the single layer in (4.59). Similar considerations apply to the pressure potential

\[
Q\vec{f}(x) := \sum_{j=1}^n \left\langle q_j(x - \cdot)\big|_{\partial \Omega}, f_j \right\rangle, \quad x \in \mathbb{R}^n \setminus \partial \Omega. \tag{4.60}
\]

**Proposition 4.7** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \). Then the following hold for each \( p \in (1, \infty) \):

(i) For each \( \vec{f} \in L^p_{-1}(\partial \Omega) \), the pair \( (S\vec{f}, Q\vec{f}) \) is a solution of the Stokes system in \( \mathbb{R}^n \setminus \partial \Omega \) (i.e. the formulas in (4.29) continue to hold).

(ii) There exists \( C = C(\Omega, p) > 0 \) such that

\[
\|M(S\vec{f})\|_{L^p(\partial \Omega)} \leq C \|\vec{f}\|_{L^p_{-1}(\partial \Omega)}. \tag{4.61}
\]
(iii) The boundary single layer operator

\[ S \tilde{f} := S \tilde{f} \big|_{\partial \Omega^+} = S \tilde{f} \big|_{\partial \Omega^-}, \quad (4.62) \]

is well-defined as a function in \( L^p(\partial \Omega) \) for each \( \tilde{f} \in L^p_{-1}(\partial \Omega) \). Moreover,

\[ S : L^p_{-1}(\partial \Omega) \longrightarrow L^p(\partial \Omega) \quad (4.63) \]

is a bounded operator, which is compatible with (4.58).

(iv) If \( \frac{1}{p} + \frac{1}{p'} = 1 \), then the adjoint of (4.63) is

\[ S : L^{p'}(\partial \Omega) \longrightarrow L^{p}_{1}(\partial \Omega). \quad (4.64) \]

**Proof.** The claim in (i) is clear from (4.29) and (2.27). Next, if \( \tilde{f} \in L^p_{-1}(\partial \Omega) \), Corollary 2.2 gives that, for every \( k = 1, 2, \ldots, n \), there exist functions \( g^0_k, g^{rs}_k, 1 \leq r, s \leq n \), such that

\[ f_k = g^0_k + \sum_{r,s=1}^{n} \partial_{rs} g^{rs}_k, \quad \|g^0_k\|_{L^p(\partial \Omega)} + \sum_{r,s=1}^{n} \|g^{rs}_k\|_{L^p(\partial \Omega)} \leq 2\|f_k\|_{L^p_{-1}(\partial \Omega)}, \quad (4.65) \]

Based on this, the \( j \)-th component of \( S \tilde{f} \) can be expressed as

\[ \left( S \tilde{f}(x) \right)_j = \sum_{k=1}^{n} \int_{\partial \Omega} E_{jk}(x-y) g^0_k(y) d\sigma(y) \]

\[ -\sum_{k=1}^{n} \sum_{r,s=1}^{n} \int_{\partial \Omega} \partial_{rs}[E_{jk}(x-y)] g^{rs}_k(y) d\sigma(y), \quad (4.66) \]

for each \( x \in \mathbb{R}^n \setminus \partial \Omega \). This and Calderón-Zygmund theory then give

\[ \|M(S \tilde{f})\|_{L^p(\partial \Omega)} \leq C \sum_{k=1}^{n} \left( \|g^0_k\|_{L^p(\partial \Omega)} + \sum_{r,s=1}^{n} \|g^{rs}_k\|_{L^p(\partial \Omega)} \right) \leq C \|f\|_{L^p_{-1}(\partial \Omega)}, \quad (4.67) \]

justifying (4.61).

Formula (4.66) and Calderón-Zygmund theory also give that the pointwise nontangential traces in (4.62) exist. In fact, since

\[ -\nu_r(x)(\partial_r E_{jk})(\nu(x)) + \nu_s(x)(\partial_s E_{jk})(\nu(x)) = 0, \quad (4.68) \]

it follows from (4.66) that there are no jump-terms when taking the boundary traces of \( S \tilde{f} \) on \( \partial \Omega \). In particular, \( S \tilde{f} \big|_{\partial \Omega^+} = S \tilde{f} \big|_{\partial \Omega^-} \) and, in addition, the \( j \)-th component of \( S \tilde{f} \) is
\[ (Sf(x))_j = \sum_{k=1}^{n} \int_{\partial \Omega} E_{jk}(x-y)g_k^0(y)\,d\sigma(y) \]
\[ - \sum_{k=1}^{n} \sum_{r,s=1}^{n} \text{p.v.} \int_{\partial \Omega} \partial_{r,s}[E_{jk}(x-y)]g_{kr}^s(y)\,d\sigma(y), \quad (4.69) \]

for a.e. \( x \in \partial \Omega \). This also shows that the operator (4.63) is well-defined, bounded, and compatible with (4.58). Finally, the claim in (iv) is easily justified based on the fact that \( S \) is self-adjoint as an operator on \( L^2(\partial \Omega) \) plus a density argument. \( \square \)

In the study of the action of the hydrostatic layer potentials on Hardy-type spaces, the following standard result is going to be useful.

**Lemma 4.8** Let \( \Omega \) be a graph Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and consider a bounded, linear operator

\[ T : L^2(\partial \Omega) \rightarrow L^2(\partial \Omega) \quad (4.70) \]

such that there exists a locally bounded function \( k : \{(x,y) : x,y \in \partial \Omega, x \neq y\} \rightarrow \mathbb{R} \) with the following properties.

(i) For each \( f \in L^2(\partial \Omega) \),

\[ Tf(x) = \int_{\partial \Omega} k(x,y)f(y)\,d\sigma(y), \quad x \in \partial \Omega \setminus \text{supp} f. \quad (4.71) \]

(ii) There exist \( C_0, C_1 > 0 \) such that

\[ |k(x,y)| \leq C_0|x-y|^{-(n-1)} \quad \text{if} \ x,y \in \partial \Omega, \ x \neq y, \quad (4.72) \]

\[ |k(x,y) - k(x,y_0)| \leq C_0 \frac{|y-y_0|}{|x-y_0|^n}, \quad \text{if} \ |y-y_0| < C_1|x-y_0|. \quad (4.73) \]

Then there exists \( \varepsilon > 0 \) small and \( \kappa > 0 \) large such that if \( a \) is as in (2.30) then

\[ m := Ta \implies \kappa^{-1}m \text{ satisfies the last two conditions in (2.34)}. \quad (4.74) \]

If, in addition to (i) and (ii) above, the operator \( T \) also satisfies \( T^*(1) = 0 \), in the sense that

\[ f \in L^2(\partial \Omega) \text{ with compact support}, \quad \int_{\partial \Omega} f\,d\sigma = 0 \implies \int_{\partial \Omega} Tf\,d\sigma = 0, \quad (4.75) \]

then \( m \) is a fixed multiple of a \((p,\varepsilon)\)-molecule. Hence, in this latter case, \( T \) extends as a bounded operator

\[ T : H^p_{\alpha t}(\partial \Omega) \rightarrow H^p_{\alpha t}(\partial \Omega) \quad (4.76) \]

for every \( \frac{n-1}{n} < p \leq 1 \).
We can now establish the boundedness of the operator $K^*_\lambda$ on atomic Hardy spaces.

**Proposition 4.9** Let $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain and $\frac{n-1}{n} < p \leq 1$. Then

$$K^*_\lambda : H^p_{at}(\partial\Omega) \rightarrow H^p_{at}(\partial\Omega) \quad (4.77)$$

is a bounded operator for each $\lambda \in \mathbb{R}$. Moreover, a similar result holds when $\Omega \subseteq \mathbb{R}^n$ is a bounded Lipschitz domain, provided $H^p_{at}(\partial\Omega)$ is replaced by its local version, $h^p_{at}(\partial\Omega)$.

**Proof.** This is a consequence of Lemma 4.8 once we check (4.75). To this end, assume that $\vec{f} \in L^2(\partial\Omega)$ has compact support and satisfies $\int_{\partial\Omega} \vec{f} d\sigma = 0$. Next, set $\vec{u} := S\vec{f}$ and $\pi := Q\vec{f}$ in $\Omega$, so that from (4.45),

$$K^*_\lambda \vec{f} = \partial_\nu^{\lambda}(S\vec{f}, Q\vec{f}) \bigg|_{\partial\Omega} + \frac{1}{2} \vec{f}. \quad (4.78)$$

Thus, we need to establish that

$$\int_{\partial\Omega} \partial_\nu^{\lambda}(\vec{u}, \pi) d\sigma = 0. \quad (4.79)$$

Note that the vanishing moment condition for $\vec{f}$ ensures that the above integral is absolutely convergent and that

$$|\nabla \vec{u}(x)| + |\pi(x)| = O(|x|^{-n}) \quad \text{at infinity.} \quad (4.80)$$

To prove (4.79), fix a function $\psi \in C^\infty_0(B(0,2))$ with $\psi \equiv 1$ on $B(0,1)$, and for each $R > 0$ set $\psi_R(x) := \psi(x/R)$. Then for each constant $\bar{c} \in \mathbb{R}^n$, using the integration by parts formula (4.6) with $\vec{w} := \psi_R \bar{c}$ gives

$$\left| \int_{\partial\Omega} \partial_\nu^{\lambda}(\vec{u}, \pi) d\sigma, \bar{c} \right| = \left| \lim_{R \to \infty} \int_{\partial\Omega} \langle \partial_\nu^{\lambda}(\vec{u}, \pi), \psi_R \bar{c} \rangle d\sigma \right|
$$

$$= \left| \lim_{R \to \infty} \int_{\Omega} \{A_\lambda(\nabla \vec{u}, \nabla(\psi_R \bar{c})) - \pi \text{div} (\psi_R \bar{c}) \} dx \right|
$$

$$= \lim_{R \to \infty} \int_{x \in \Omega: R < |x| < 2R} \left( |\nabla \vec{u}(x)| + |\pi(x)| \right) |\nabla \psi_R(x)| dx
$$

$$\leq C \lim_{R \to \infty} R^{-1} = 0, \quad (4.81)$$

by (4.80) and the fact that $|\nabla \psi_R(x)| \leq C/R$. Since $\bar{c}$ was arbitrary, this gives (4.79), thus finishing the proof of the proposition. \qed

Next, we wish to discuss the action of these various operators on Sobolev-Hardy spaces. To set the stage, we first note that, from (4.25)-(4.26), for each $\lambda \in \mathbb{R}$, $j \in \{1, ..., n\}$, and $\vec{f} \in L^p(\partial\Omega)$, $1 < p < \infty$,

$$\left( D_\lambda \vec{f} \right)_j(x) = \int_{\partial\Omega} \left( \nu_\alpha(y) (\partial_\alpha E_{jk})(y - x) + \lambda \nu_\alpha(y) (\partial_j E_{ak})(y - x) \right) f_k(y) d\sigma(y), \quad x \in \mathbb{R}^n \setminus \partial\Omega. \quad (4.82)$$
Then for each $\tilde{f} \in H^p_1(\partial\Omega)$, $\frac{n-1}{n} < p < \infty$, $r, j \in \{1, \ldots, n\}$, and $x \in \mathbb{R}^n \setminus \partial\Omega$, we may write

$$\partial_r(D_x\tilde{f})_j(x) = -\int_{\partial\Omega} \left[ \nu_r(y)\partial_r\partial_\alpha E_{jk}(y-x) + \lambda\nu_r(y)\partial_j E_{ak}(y-x) - \nu_j(y)\partial_r q_k(y-x) \right] f_k(y)\,d\sigma(y)$$

or equivalently,

$$\partial_r(D_x\tilde{f})_j = -\partial_\alpha S_{jk}(\partial_\alpha f_k) - \lambda\partial_j S_{ak}(\partial_\alpha f_k) - \partial_k S_{\Delta}(\partial_{\tau} f_k) \quad \text{in} \quad \mathbb{R}^n \setminus \partial\Omega. \quad (4.84)$$

The same type of reasoning applies to (4.28). Specifically, we have for each $x \in \mathbb{R}^n \setminus \partial\Omega$,

$$\mathcal{P}_\lambda \tilde{f}(x) = (1 + \lambda) \int_{\partial\Omega} \nu_r(y)(\partial_r q_k)(y-x) f_k(y)\,d\sigma(y)$$

whenever $\tilde{f} \in H^p_1(\partial\Omega)$, $\frac{n-1}{n} < p < \infty$. With these identities in mind, we can prove the following results.
Proposition 4.10 Fix $\lambda \in \mathbb{R}$. Then for each graph Lipschitz domain $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, and $\frac{n-1}{n} < p < \infty$, there exists a finite constant $C = C(\partial \Omega, p) > 0$ such that

$$\|M(\nabla D_\lambda \tilde{f})\|_{L^p(\partial \Omega)} + \|M(P_\lambda \tilde{f})\|_{L^p(\partial \Omega)} \leq C \|\tilde{f}\|_{H^p_1(\partial \Omega)}, \quad \forall \tilde{f} \in H^p_1(\partial \Omega).$$

(4.86)

Furthermore, an analogous estimate holds in the case when $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain, whenever $\tilde{f} \in H^p_1(\partial \Omega)$.

Proof. This is a direct consequence of Proposition 4.3, (4.84), (4.85) and Lemma 2.3. \hfill \Box

Proposition 4.11 Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. Then for every $\lambda \in \mathbb{R}$ and $\tilde{f} \in L^p_1(\partial \Omega)$, $1 < p < \infty$, there holds

$$\partial_\nu^j(D_\lambda \tilde{f}, P_\lambda \tilde{f})\bigg|_{\partial \Omega_+} = \partial_\nu^j(D_\lambda \tilde{f}, P_\lambda \tilde{f})\bigg|_{\partial \Omega_-} \quad \text{in } L^p(\partial \Omega).$$

(4.87)

A similar identity is also valid when $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain, whenever $\tilde{f} \in L^p_1(\partial \Omega)$.

Proof. This follows from (4.84), (4.85), (4.50), and (4.54). \hfill \Box

Proposition 4.12 Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. Then for each $\lambda \in \mathbb{R}$,

$$K_\lambda : H^p_1(\partial \Omega) \rightarrow H^p_1(\partial \Omega)$$

is a well-defined, bounded operator for every $p \in (\frac{n-1}{n}, \infty)$. Moreover, a similar result holds in the case when $\Omega \subset \mathbb{R}^n$ is a bounded Lipschitz domain, provided $H^p_1(\partial \Omega)$ is replaced by $h^p_1(\partial \Omega)$.

Proof. Assume first that $\frac{n-1}{n} < p \leq 1$. In this case, fix $p_0 \in (1, \infty)$, $\varepsilon > 0$ sufficiently small, as well as $r, s \in \{1, \ldots, n\}$ arbitrary. Also, let $\tilde{f}$ be a regular $(p, p_0)$-atom. By (2.47) and Lemma 4.8, it suffices to show that $\partial_{rs, \Omega} K_\lambda \tilde{f}$ is a $(p, \varepsilon)$-molecule. Since this issue is dilation invariant, there is no loss of generality in assuming that $0 \in \partial \Omega$,

$$\text{supp } \tilde{f} \subseteq S_1(0) \quad \text{and} \quad \|\nabla_{tan} \tilde{f}\|_{L^{p_0}(\partial \Omega)} \leq 1.$$  

(4.89)

Going further, we note that for each $j \in \{1, \ldots, n\}$,

$$\partial_{rs}(K_\lambda \tilde{f})_j(x) = \partial_{rs}(\frac{1}{2} \tilde{f} + K_\lambda \tilde{f})_j(x) - \frac{1}{2} \partial_{rs} f_j(x)$$

$$= \nu_r(\partial_s D_\lambda \tilde{f})_j\bigg|_{\partial \Omega}(x) - \nu_s(\partial_r D_\lambda \tilde{f})_j\bigg|_{\partial \Omega}(x) - \frac{1}{2} \partial_{rs} f_j(x),$$

(4.90)

at almost every $x \in \partial \Omega$. Now, if $\partial_j S_\Delta$ stands for the principal-value integral operator on $\partial \Omega$ with kernel $(\partial_j E_\Delta)(x-y)$, then at almost every point on $\partial \Omega$, we have from (4.84) and (4.50)

$$\partial_s(D_\lambda \tilde{f})_j\bigg|_{\partial \Omega} = \frac{1}{2} \nu_\alpha(\delta_{jk} - \nu_j \nu_k) \partial_{rs} f_k - \partial_s S_{jk}(\partial_{rs} f_k)$$

$$+ \lambda \frac{1}{2} \nu_j(\delta_{ak} - \nu_a \nu_k) \partial_{rs} f_k - \lambda \partial_j S_{ak}(\partial_{rs} f_k)$$

$$- \frac{1}{2} \nu_k \partial_{rs} f_k + \partial_k S_\Delta(\partial_{rs} f_k).$$

(4.91)
with a similar formula for $\partial_r (D\lambda \tilde{f}_j) \bigg|_{\partial \Omega}$. Note that

$$\nu_\alpha (\delta_{jk} - \nu_j \nu_k) \partial_{\tau_\alpha} f_k = \nu_\alpha (\delta_{jk} - \nu_j \nu_k) (\nu_\alpha (\nabla \tan f_k)_s - \nu_s (\nabla \tan f_k)_a)$$

$$= (\nabla \tan f_j)_s - \nu_j \nu_k (\nabla \tan f_k)_s,$$  \hspace{1cm} (4.92)

and similarly,

$$\nu_j (\delta_{ak} - \nu_k \nu_a) \partial_{\tau_\alpha} f_k = -\nu_j \nu_k (\nabla \tan f_k)_k,$$  \hspace{1cm} (4.93)

$$\nu_k \partial_{\tau_\alpha} f_k = \nu_k \nu_s (\nabla \tan f_k)_j - \nu_s \nu_j (\nabla \tan f_k)_s.$$  \hspace{1cm} (4.94)

Thus, the jump-terms in $\nu_r \partial_s (D\lambda \tilde{f}) \bigg|_{\partial \Omega} - \nu_s \partial_r (D\lambda \tilde{f}) \bigg|_{\partial \Omega}$ amount to $\frac{1}{2} J_1 + \frac{1}{2} J_2 - \frac{1}{2} J_3$ where

$$J_1 := \nu_r (\nabla \tan f_j)_s - \nu_s (\nabla \tan f_j)_r - \nu_r \nu_j \nu_k (\nabla \tan f_k)_s + \nu_s \nu_j \nu_k (\nabla \tan f_k)_r$$

$$= \partial_{\tau_\alpha} f_j - \nu_j \nu_k \partial_{\tau_\alpha} f_k,$$  \hspace{1cm} (4.95)

$$J_2 := -\nu_s \nu_j \nu_r (\nabla \tan f_k)_k + \nu_r \nu_j \nu_s (\nabla \tan f_k)_k = 0,$$  \hspace{1cm} (4.96)

and

$$J_3 := \nu_r \nu_k \nu_s (\nabla \tan f_k)_j - \nu_s \nu_k \nu_j (\nabla \tan f_k)_s + \nu_s \nu_k \nu_r (\nabla \tan f_k)_j + \nu_s \nu_j \nu_k (\nabla \tan f_k)_r$$

$$= -\nu_j \nu_k \partial_{\tau_\alpha} f_k.$$  \hspace{1cm} (4.97)

Thus, $\frac{1}{2} J_1 + \frac{1}{2} J_2 - \frac{1}{2} J_3 = \frac{1}{2} \partial_{\tau_\alpha} f_j$, which cancels the last term in (4.90). In summary, all the jump-terms cancel out, and we arrive at the identity

$$\partial_{\tau_\alpha} (K_\lambda \tilde{f})_j = \nu_s \partial_\alpha S_{jk} (\partial_{\tau_\alpha} f_k) + \lambda \nu_s \partial_j S_{ak} (\partial_{\tau_\alpha} f_k) - \nu_s \partial_\alpha S_\Delta (\partial_{\tau_\alpha} f_k)$$

$$- \nu_r \partial_\alpha S_{jk} (\partial_{\tau_\alpha} f_k) - \nu_s \partial_j S_{ak} (\partial_{\tau_\alpha} f_k) + \nu_r \partial_\alpha S_\Delta (\partial_{\tau_\alpha} f_k),$$

valid at almost every boundary point. Since $\partial_{\tau_\alpha} f_k$ is a $(p,p_\alpha)$-atom supported in $S_1(0)$, Lemma 4.8 ensures that, up to a fixed multiple, each term in the right hand-side of (4.98) satisfies the last two conditions in (2.34). There remains to show that $m := \partial_{\tau_\alpha} K_\lambda \tilde{f}$ integrates to zero on $\partial \Omega$.

To justify this, fix a function $\psi \in C_0^\infty (B(0,2))$ such that $\psi \equiv 1$ on $B(0,1)$, and for each $k \in \mathbb{N}$ set $\psi_k(x) := \psi(2^{-k}x)$. Note that $\partial_{\tau_\alpha} \psi_k$ is supported in the annulus $\Delta_k := S_{2k+1} \setminus S_{2k}$ and satisfies $\|\partial_{\tau_\alpha} \psi_k\|_{L^\infty} \leq C 2^{-k}$. Also, $|K_\lambda \tilde{f}(x)| \leq C 2^{-k(n-1)}$ for $x \in \Delta_k$. We can then use (2.16) in order to estimate

$$\left| \int_{\partial \Omega} \psi_k(x) \partial_{\tau_\alpha} K_\lambda \tilde{f}(x) \, d\sigma(x) \right| = \left| \int_{\partial \Omega} \partial_{\tau_\alpha} \psi_k(x) K_\lambda \tilde{f}(x) \, d\sigma(x) \right| \leq C 2^{-k}.$$  \hspace{1cm} (4.99)

Thus,
\[
\int_{\partial \Omega} \partial_{rs} K_\Lambda f(x) \, d\sigma(x) = \lim_{k \to \infty} \int_{\partial \Omega} \psi_k(x) \partial_{rs} K_\Lambda f(x) \, d\sigma(x) = 0, \tag{4.100}
\]
as wanted. This finishes the proof of the proposition in the case when \( \frac{n-1}{n} < p \leq 1 \). Finally, when \( 1 < p < \infty \), the desired conclusion follows from (4.90) and Proposition 4.10. \( \square \)

4.3 Traces of hydrostatic layer potentials in Hardy spaces

Consider the following general trace result.

**Theorem 4.13** Let \( \Omega \subseteq \mathbb{R}^n \), \( n \geq 2 \), be the domain lying above the graph of a Lipschitz function and assume that \( \frac{n-1}{n} < p < \infty \), \( \lambda \in \mathbb{R} \). Then there exists a finite constant \( C = C(\partial \Omega, p, \lambda) > 0 \) with the following property. Whenever \( \vec{u}, \pi \) satisfy

\[
\Delta \vec{u} = \nabla \pi, \quad \text{div} \, \vec{u} = 0 \quad \text{in} \ \Omega,
\]

\[
M(\nabla \vec{u}), M(\pi) \in L^p(\partial \Omega), \tag{4.101}
\]

then

\[
\left. \vec{u} \right|_{\partial \Omega} \in \text{H}^1_p(\partial \Omega), \quad \partial^\lambda_p(\vec{u}, \pi) \in \text{H}^p(\partial \Omega), \tag{4.102}
\]

where the traces are taken in the sense described in § 11.6. Furthermore,

\[
\left\| \left. \vec{u} \right|_{\partial \Omega} \right\|_{\text{H}^1_p(\partial \Omega)} + \left\| \partial^\lambda_p(\vec{u}, \pi) \right\|_{\text{H}^p(\partial \Omega)} \leq C \left\| M(\nabla \vec{u}) \right\|_{L^p(\partial \Omega)} + C \left\| M(\pi) \right\|_{L^p(\partial \Omega)}. \tag{4.103}
\]

Finally, similar results are valid in the case when \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \). In this case, (4.101) imply

\[
\left. \vec{u} \right|_{\partial \Omega} \in \text{H}^1_p(\partial \Omega), \quad \partial^\lambda_p(\vec{u}, \pi) \in \text{H}^p(\partial \Omega), \quad \text{and} \quad
\]

\[
\left\| \left. \vec{u} \right|_{\partial \Omega} \right\|_{\text{H}^1_p(\partial \Omega)} + \left\| \partial^\lambda_p(\vec{u}, \pi) \right\|_{\text{H}^p(\partial \Omega)} \leq C \left\| M(\nabla \vec{u}) \right\|_{L^p(\partial \Omega)} + C \left\| M(\pi) \right\|_{L^p(\partial \Omega)}. \tag{4.104}
\]

**Proof.** The well-posedness of the Dirichlet problem for the Stokes system in Lipschitz domains with data in \( L^2(\partial \Omega) \), established in [34], and arguments which are well-understood by now (cf. the proof of Proposition 3.1 in [71] for details in similar circumstances) imply the following Fatou-type result:

\[
(\vec{u}, \pi) \text{ as in (4.101) and } M(\vec{u}) < \infty \text{ a.e. on } \partial \Omega \quad \implies \left. \vec{u} \right|_{\partial \Omega} \text{ exists a.e. on } \partial \Omega. \tag{4.105}
\]

Moreover, since (4.101) imply that \( \Delta \pi = \text{div} \nabla \pi = \text{div} \Delta \vec{u} = \Delta(\text{div} \vec{u}) = 0 \), we can utilize the following result established by B. Dahlberg in [18],

\[
\Delta \pi = 0 \quad \text{in} \ \Omega \quad \text{and} \quad M(\pi) < \infty \text{ a.e. on } \partial \Omega \implies \left. \pi \right|_{\partial \Omega} \text{ exists a.e. on } \partial \Omega. \tag{4.106}
\]
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Then the theorem follows from (4.105) and (4.106) whenever \(1 < p < \infty\). There remains to consider the case when \(\frac{n-1}{n} < p \leq 1\). In this scenario, we introduce the vector fields

\[ \vec{F}_{jk} := (\partial_k u_r)e_j - (\partial_j u_r)e_k \quad \text{in} \quad \Omega, \quad j, k, r \in \{1, \ldots, n\}, \tag{4.107} \]

where \(\{e_\ell\}_{1 \leq \ell \leq n}\) is the standard orthonormal basis in \(\mathbb{R}^n\). Note that, for each \(j, k, r\),

\[ M(\vec{F}_{jk}) \in L^p(\partial \Omega), \quad \vec{F}_{jk} \text{ has biharmonic components}, \]

\[ \text{div} \vec{F}_{jk} = \partial_j \partial_k u_r - \partial_k \partial_j u_r = 0 \quad \text{in} \quad \Omega, \tag{4.108} \]

\[ \langle \vec{F}_{jk}, \nu \rangle = \nu_j \partial_k u_r - \nu_k \partial_j u_r = \partial_{\tau_{jk}} u_r \quad \text{on} \quad \partial \Omega. \]

Then (2.43) and Corollary 11.14 give that

\[ \|\vec{u}|_{\partial \Omega}\|_{H^p(\partial \Omega)} \approx \sum_{j, k=1}^n \|\partial_{\tau_{jk}} \vec{u}\|_{H^p(\partial \Omega)} \leq C\|M(\nabla \vec{u})\|_{L^p(\partial \Omega)}. \tag{4.109} \]

This proves the first membership in (4.102) and part of the estimate (4.103).

To bring in the conormal derivative, define

\[ \vec{F}_j := \nabla u_j + \lambda \partial_j \vec{u} - \pi e_j, \quad j \in \{1, \ldots, n\}. \tag{4.110} \]

Then

\[ M(\vec{F}_j) \in L^p(\partial \Omega), \quad \vec{F}_j \text{ has biharmonic components}, \]

\[ \text{div} \vec{F}_j = (L_\lambda \vec{u})_j - \partial_j \pi = 0 \quad \text{in} \quad \Omega, \tag{4.111} \]

\[ \langle \vec{F}_j, \nu \rangle = (\partial_\lambda^\nu(\vec{u}, \pi))_j \quad \text{on} \quad \partial \Omega. \]

Then Corollary 11.14 gives \(\partial_\lambda^\nu(\vec{u}, \pi) \in H^p(\partial \Omega)\) and

\[ \|\partial_\lambda^\nu(\vec{u}, \pi)\|_{H^p(\partial \Omega)} \leq C\|M(\nabla \vec{u})\|_{L^p(\partial \Omega)} + C\|M(\pi)\|_{L^p(\partial \Omega)}. \tag{4.112} \]

The argument for the case when \(\Omega\) is a bounded Lipschitz domain is similar, and this finishes the proof of the theorem. \(\square\)

We can now state the following result regarding the traces of hydrostatic layer potentials.

**Corollary 4.14** Let \(\Omega\) be a graph Lipschitz domain in \(\mathbb{R}^n\), and assume that \(\frac{n-1}{n} < p < \infty, \lambda \in \mathbb{R}\). Then

\[ \partial_\lambda^\nu(S \vec{f}, Q \vec{f})\bigg|_{\partial \Omega_\pm} = \left(\pm \frac{1}{2} I + K_\lambda^\nu\right)\vec{f} \quad \text{in} \quad H^p(\partial \Omega), \quad \forall \vec{f} \in H^p(\partial \Omega), \tag{4.113} \]

\[ D_\lambda \vec{f}\bigg|_{\partial \Omega_\pm} = \left(\pm \frac{1}{2} I + K_\lambda\right)\vec{f} \quad \text{in} \quad H^1_0(\partial \Omega), \quad \forall \vec{f} \in H^1_0(\partial \Omega), \tag{4.114} \]

\[ \partial_{\tau_{jk}} S \vec{f}\bigg|_{\partial \Omega_+} = \partial_{\tau_{jk}} S \vec{f}\bigg|_{\partial \Omega_-} \quad \text{in} \quad H^p(\partial \Omega), \quad \forall \vec{f} \in H^p(\partial \Omega), \tag{4.115} \]

for every \(j, k \in \{1, \ldots, n\}\). In particular,
\[
S \bar{f} \bigg|_{\partial \Omega_+} = S \bar{f} \bigg|_{\partial \Omega_-} \quad \text{in} \quad H^1_0(\partial \Omega). \tag{4.116}
\]

Moreover,
\[
\partial^\lambda_\nu \big( \mathcal{D}_\lambda \bar{f}, \mathcal{P}_\lambda \bar{f} \big) \bigg|_{\partial \Omega_+} = \partial^\lambda_\nu \big( \mathcal{D}_\lambda \bar{f}, \mathcal{P}_\lambda \bar{f} \big) \bigg|_{\partial \Omega_-} \quad \text{in} \quad H^p(\partial \Omega), \quad \forall \bar{f} \in H^1_0(\partial \Omega). \tag{4.117}
\]

Finally, analogous results hold in the case when \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, provided the Hardy spaces \( H^p(\partial \Omega) \) and \( H^1_0(\partial \Omega) \) are replaced by their local versions.

**Proof.** Consider formula (4.113). This is going to be a consequence of the fact that \( K^*_\lambda \) is bounded on \( H^p(\partial \Omega) \) the observation that, by Theorem 4.13, the assignments
\[
H^p(\partial \Omega) \ni \bar{f} \mapsto \partial^\lambda_\nu \big( S \bar{f}, Q \bar{f} \big) \bigg|_{\partial \Omega_\pm} \in H^p(\partial \Omega) \tag{4.118}
\]
are bounded, plus the fact that (4.113) holds when \( \bar{f} \) is an atom for \( H^p(\partial \Omega) \), thanks to Proposition 4.4. All the other identities can be proved in a similar manner. \( \square \)

### 4.4 Integral representation formulas

We begin this section with the following useful representation formulas for solutions of the Stokes system.

**Proposition 4.15** [Green’s Representation Formulas]

Let \( \Omega \subseteq \mathbb{R}^n \), \( n \geq 2 \), be either a bounded Lipschitz domain, or a graph Lipschitz domain. For \( 1 \leq p < \infty \) fixed, assume that the functions \( (\bar{u}, \pi) \) satisfy
\[
\Delta \bar{u} - \nabla \pi = 0 \quad \text{in} \quad \Omega, \quad \text{div} \bar{u} = 0 \quad \text{in} \quad \Omega, \quad \text{and} \quad M(\nabla \bar{u}), M(\pi) \in L^p(\partial \Omega). \tag{4.119}
\]

Then \( \bar{u} \) and \( \pi \) also satisfy the following integral representation formulas (modulo constants):
\[
\bar{u}(x) = \mathcal{D}_\lambda \bigg( \bar{u} \bigg|_{\partial \Omega} \bigg)(x) - S \bigg( \partial^\lambda_\nu(\bar{u}, \pi) \bigg)(x), \quad x \in \Omega, \tag{4.120}
\]
\[
\pi(x) = \mathcal{P}_\lambda \bigg( \bar{u} \bigg|_{\partial \Omega} \bigg)(x) - Q \bigg( \partial^\lambda_\nu(\bar{u}, \pi) \bigg)(x), \quad x \in \Omega. \tag{4.121}
\]

**Proof.** The identity (4.120) can be established, at least at the formal level, by specializing Green’s formula (4.7) to the case when \( \bar{w} := (E_{kj}(x - \cdot))_{1 \leq k \leq n}, \rho := q_j(x - \cdot) \), where \( x \in \Omega \) is fixed and \( j \in \{1, \ldots, n\} \) is arbitrary. If \( \Omega \) is a bounded Lipschitz domain, (4.120) can be justified by writing (4.120) for a sequence of sub-domains \( \Omega_j \) approximating the original \( \Omega \) in the fashion described in Theorem 1.12 on p. 581 in [94], and then letting \( j \to \infty \). Here, (4.105) and (4.106) are also used.

On the other hand, we also wish to establish (4.120) in the case when \( \Omega \) is the upper-graph of a Lipschitz function \( \varphi : \mathbb{R}^{n-1} \to \mathbb{R} \). In this case, we will show that
\[ \partial_j \bar{u}(x) = \partial_j D_\lambda \left( \bar{u} \right|_{\partial \Omega} )(x) - \partial_j S \left( \partial_\nu^\lambda (\bar{u}, \pi) \right)(x), \quad x \in \Omega, \ 1 \leq j \leq n, \quad (4.122) \]

which is enough to prove (4.120) modulo constants.

Fix \( x \in \Omega, \ 1 \leq j \leq n \), and for each \( r, s > 0 \), consider the bounded Lipschitz domain

\[ D_{r,s} := \{ y = (y', y_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : |y'| < r, \ 0 < y_n - \varphi(y') < s \}. \quad (4.123) \]

Assume \( r \) and \( s \) are large enough so that \( x \in D_{r,s} \) and \( \text{dist}(x, \partial D_{r,s}) = \text{dist}(x, \partial \Omega) \). In particular, (4.122) holds for the domain \( D_{r,s} \). Dividing the boundary of \( D_{r,s} \) into its bottom, top, and vertical portions, we can write

\[ \partial D_{r,s} = B_{r,s} \cup T_{r,s} \cup V_{r,s}, \quad (4.124) \]

where

\[ B_{r,s} := \partial D_{r,s} \cap \partial \Omega, \]
\[ T_{r,s} := \{ y = (y', y_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : |y'| \leq r, \ y_n = \varphi(x') + s \}, \]
\[ V_{r,s} := \{ y = (y', y_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : |y'| = r, \ 0 < y_n - \varphi(y') < s \}. \quad (4.125) \]

Consider the version of (4.122) written for the domain \( D_{r,s} \), and let us break the right hand side into three separate terms corresponding to integrals over the bottom, top, and vertical portions of \( \partial D_{r,s} \). In particular,

\[ \partial_j \bar{u}(x) = I_{r,s} + II_{r,s} + III_{r,s}, \quad (4.126) \]

where the terms \( I_{r,s}, II_{r,s}, \) and \( III_{r,s} \) correspond to integrals over \( B_{r,s}, T_{r,s}, \) and \( V_{r,s} \) respectively. Next, we will monitor what happens to these terms as the parameters \( r, s \) approach infinity (in a suitable fashion).

We first claim that

\[ \partial_j S(f \chi_{S_r(0)})(x) \to \partial_j S \bar{f}(x) \text{ as } r \to \infty \text{ for any } \bar{f} \in L^p(\partial \Omega), p \geq 1. \quad (4.127) \]

Since \( x \in \Omega \) is fixed, for \( y \in \partial \Omega \),

\[ |\nabla E(x - y)| \leq \frac{C}{(1 + |y|)^{n-1}} \in L^q(\partial \Omega) \text{ for every } 1 < q \leq \infty, \quad (4.128) \]

and so (4.127) follows by the Lebesgue Dominated Convergence Theorem. Note that (4.127) also holds if we replace \( S \) with \( S_\Delta \). Now according to (4.84), we can rewrite derivatives on \( D_\lambda \bar{f} \) as a sum of derivatives on \( S \) and \( S_\Delta \) applied to tangential derivatives of \( \bar{f} \). Then since \( M(\nabla \bar{u}), M(\pi) \in L^p(\partial \Omega) \), it follows from (4.127) that the term \( I_{r,s} \) converges to the right side of (4.122) as \( r \to \infty \).
By rewriting derivatives on the double layer as combinations of derivatives on single layers as before, we can also show that

\[ II_{r,s} \leq \int_{T_{r,s}} (|\nabla E(x - y)| + |\nabla E_\Delta(x - y)|)(|\nabla \bar{u}(y)| + |\pi(y)|) \, d\sigma_y, \quad (4.129) \]

\[ III_{r,s} \leq \int_{V_{r,s}} (|\nabla E(x - y)| + |\nabla E_\Delta(x - y)|)(|\nabla \bar{u}(y)| + |\pi(y)|) \, d\sigma_y. \quad (4.130) \]

Estimating as in (4.128), for \( q > 1 \), we can write

\[ \int_{T_{r,s}} |\nabla E(x - z)|^q \, d\sigma_z \leq C \int_{T_{r,s}} \frac{1}{(1 + |z|)^{(n-1)q}} \, d\sigma_z \leq C \int_{\partial D_{r,s} \cap \partial \Omega} \frac{1}{(1 + |y + se_n|)^{(n-1)q}} \, d\sigma_y \]

\[ \leq C \int_{\mathbb{R}^{n-1}} \frac{1}{(s + |y'|)^{(n-1)q}} \, dy' \leq CS^{(n-1)(1-q)} \int_{\mathbb{R}^{n-1}} \frac{1}{(1 + |w|)^{(n-1)q}} \, dw \]

\[ \leq CS^{(n-1)(1-q)}. \quad (4.131) \]

In particular, repeating the same argument also for \( E_\Delta \),

\[ \|\nabla E(x - \cdot) + \nabla E_\Delta(x - \cdot)\|_{L^q(T_{r,s})} \leq CS^{(n-1)(\frac{1}{q} - 1)}, \quad \text{for any } 1 < q \leq \infty, \quad (4.132) \]

where the \( L^\infty \) estimate follows from (4.128). Then using (4.129), we can estimate \( II_{r,s} \) by

\[ |II_{r,s}| \leq CS^{-(n-1)\frac{1}{p}} \left( \|M(\nabla \bar{u})\|_{L^p(\partial \Omega)} + \|M(\pi)\|_{L^p(\partial \Omega)} \right) \to 0 \quad \text{as} \quad s \to \infty. \quad (4.133) \]

Let us also note that if \( z \in \partial \Omega \) is far away from \( x \in \Omega \), then for any \( w \in \Gamma(z) \), \( |x - w| \sim |x - z| \), and so in fact

\[ M(\nabla E(x - \cdot))(z) \leq \frac{C}{(1 + |z|)^{n-1}}. \quad (4.134) \]

Then for \( r \) large,

\[ \int_{B_{2r,s} \setminus B_{r,s}} |M(\nabla E(x - \cdot))(z)|^q \, d\sigma_z \leq C \int_{B_{2r,s} \setminus B_{r,s}} \frac{1}{(1 + |z|)^{(n-1)q}} \, d\sigma_z \]

\[ \leq CR^{(n-1)(1-q)}, \quad (4.135) \]

and so after repeating the argument for \( E_\Delta \), it follows that

\[ \|M(\nabla E(x - \cdot)) + M(\nabla E_\Delta(x - \cdot))\|_{L^q(B_{2r,s} \setminus B_{r,s})} \leq CR^{(n-1)(\frac{1}{q} - 1)}, \quad \text{for any } 1 < q \leq \infty. \quad (4.136) \]
Then using (4.130), we can show that for $R$ large,

$$
\frac{1}{R} \int_{R}^{2R} |III_{r,s}| \, dr \leq \frac{C_{s}}{R^{1+(n-1)\frac{1}{p}}} \left( \|M(\nabla \vec{u})\|_{L^{p}(\partial \Omega)} + \|M(\pi)\|_{L^{p}(\partial \Omega)} \right) \rightarrow 0 \text{ as } R \rightarrow \infty. \quad (4.137)
$$

Finally, (4.122) can be established by averaging (4.126) over $r \in [R, 2R]$ and then taking the limit as $R$ and $s$ approach infinity.

To establish (4.121), let $\{e_{\ell}\}_{1 \leq \ell \leq n}$ be the standard orthonormal basis in $\mathbb{R}^{n}$ and for $x \in \Omega$, write

$$
-Q \left( \partial_{\nu}^{\alpha}(\vec{u}, \pi) \right)(x) = \int_{\partial \Omega} \left( \nabla E_{\Delta}(x - y), \partial_{\nu}^{\alpha}(\vec{u}, \pi)(x) \right) \, d\sigma(y) \nonumber
$$

$$
\quad = \partial_{t} \left[ \int_{\partial \Omega} \left( E_{\Delta}(x - y)e_{t}, \partial_{\nu}^{\alpha}(\vec{u}, \pi)(x) \right) \, d\sigma(y) \right] + \frac{\partial_{t}}{\partial_{t}} \left[ \int_{\Omega} \pi(y) (\partial_{t} E_{\Delta})(x - y) \, dy \right] \nonumber
$$

$$
\quad = -\partial_{t} \left[ \int_{\Omega} \left( (\partial_{j} u_{t})(y) (\partial_{j} E_{\Delta})(x - y) + \lambda (\partial_{j} u_{k})(y) (\partial_{j} E_{\Delta})(x - y) \right) \, dy \right] + \pi(x) \nonumber
$$

$$
\quad = -\lim_{\varepsilon \rightarrow 0} \int_{\Omega} \left( (\partial_{j} u_{k})(y) (\partial_{j} \partial_{k} E_{\Delta})(x - y) + \lambda (\partial_{j} u_{k})(y) (\partial_{k} E_{\Delta})(x - y) \right) \, dy \nonumber
$$

$$
\quad + \pi(x)
$$

$$
\quad = -(1 + \lambda) \lim_{\varepsilon \rightarrow 0} \int_{\Omega} \left( (\partial_{j} u_{k}) (y) (\partial_{j} \partial_{k} E_{\Delta})(x - y) \, dy \right) + \pi(x). \quad (4.138)
$$

Above, (4.27) and (4.34) have been used in the first equality, (4.6) with $\vec{u} := E_{\Delta}(x - \cdot) e_{t}$ in the third, $\Delta E_{\Delta} = \delta$ and the identity

$$
A_{1} \left( \nabla \vec{u}, \nabla_{y}(E_{\Delta}(x - \cdot) e_{t}) \right) = \left( \delta_{jk} \delta_{\alpha \beta} + \lambda \delta_{j \beta} \delta_{\alpha k} \right) (\partial_{j} u_{\alpha}) (\partial_{k} E_{\Delta})(x - \cdot) \delta_{\beta \ell}
$$

$$
\quad = - (\partial_{j} u_{t})(\partial_{j} E_{\Delta})(x - \cdot) - \lambda (\partial_{t} u_{k})(\partial_{k} E_{\Delta})(x - \cdot) \quad (4.139)
$$

in the fourth and, in the fifth, a well-know differentiation formula for singular integrals plus the fact that

$$
\int_{S^{n-1}} (\partial_{j} \partial_{k} E_{\Delta})(\omega) \, d\omega = 0, \quad \forall j, k \in \{1, ..., n\}. \quad (4.140)
$$

On the other hand, since $\vec{u}$ is divergence-free, we have $\partial_{\tau_{jk}} u_{k} = -\nu_{k}(\partial_{j} u_{k})|_{\partial \Omega}$, so (4.85) gives
\( \mathcal{P}_\lambda \bigg( \frac{\vec{u}}{\partial \Omega} \bigg)(x) = (1 + \lambda) \partial_j S_\Delta (\partial_{r,j} u_k)(x) = -(1 + \lambda) \partial_j S_\Delta \nu_k(\partial_j u_k) \bigg|_{\partial \Omega} (x) \)

\[
= -(1 + \lambda) \partial_j \left[ \int_{\partial \Omega} \mathcal{E}(x - y) \nu_k(y)(\partial_j u_k)(y) \, d\sigma(y) \right]
\]

\[
= (1 + \lambda) \partial_j \left[ \int_{\Omega} (\partial_k \mathcal{E})(x - y)(\partial_j u_k)(y) \, dy \right]
\]

\[
= (1 + \lambda) \lim_{\varepsilon \to 0} \int_{y \in \Omega \atop |x - y| > \varepsilon} (\partial_j \partial_k \mathcal{E})(x - y)(\partial_j u_k)(y) \, dy,
\] (4.141)

where we have integrated by parts and used \( \text{div} \, \vec{u} = 0 \) in the third equality and differentiated under the integral sign in the last step (here (4.140) was also used). Now, (4.121) follows from (4.138) and (4.141). Once this is established for nice domains, we can use the same approximation arguments from the proof of (4.120) to prove (4.121) for bounded Lipschitz domains and then also for graph Lipschitz domains.

The previous representation formulas allow us to prove the following useful identities.

**Proposition 4.16** Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be a either a bounded Lipschitz domain or the upper graph of a Lipschitz function. Then for any \( \frac{n-1}{n} < p < \infty, \)

\[
S(\partial_\nu^\lambda (D_\lambda \vec{f}, \mathcal{P}_\lambda \vec{f})) = (\frac{1}{2} I + K_\lambda)(-\frac{1}{2} I + K_\lambda) \vec{f},
\]

\( \forall \vec{f} \in h^0_\theta(\partial \Omega). \) (4.142)

**Proof.** This follows by applying Green’s formula (4.120) to the functions \( \vec{u} = D_\lambda \vec{f} \) and \( \pi = \mathcal{P}_\lambda \vec{f} \) and then taking boundary traces. \( \square \)

**Proposition 4.17** Let \( \Omega_\pm \subset \mathbb{R}^n, n \geq 2, \) be the domains lying above and below the graph of a Lipschitz function. Assume that the pairs \( (\vec{u}_\pm, \pi_\pm) \) solve the Stokes system in \( \Omega_\pm, \) respectively, and that \( M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega) \) for some \( p \in [1, \infty). \) Then the following boundary identities hold:

\[
\left( \pm \frac{1}{2} I + K_\lambda \right) (\vec{u}_\pm |_{\partial \Omega}) = S(\partial_\nu^\lambda (\vec{u}_\pm, \pi_\pm)) \quad \text{in} \, H^1_1(\partial \Omega),
\] (4.143)

and

\[
\left( \pm \frac{1}{2} I + K_\lambda \right) (\partial_\nu^\lambda (\vec{u}_\pm, \pi_\pm)) = \partial_\nu^\lambda (D(\vec{u}_\pm |_{\partial \Omega}), \mathcal{P}(\vec{u}_\pm |_{\partial \Omega})) \quad \text{in} \, H^p(\partial \Omega).
\] (4.144)

**Proof.** Since \( \vec{v}_- = -\vec{v}, \) applying (4.120) and (4.121) to \( (\vec{u}_\pm, \pi_\pm) \) gives

\[
\vec{u}_\pm(x) = \pm D_\lambda \left( \vec{u}_\pm \bigg|_{\partial \Omega} \right)(x) \mp S(\partial_\nu^\lambda (\vec{u}_\pm, \pi_\pm))(x), \quad x \in \Omega_\pm;
\] (4.145)

\[
\pi_\pm(x) = \pm \mathcal{P}_\lambda \left( \vec{u}_\pm \bigg|_{\partial \Omega} \right)(x) \mp Q(\partial_\nu^\lambda (\vec{u}_\pm, \pi_\pm))(x), \quad x \in \Omega_\pm.
\] (4.146)
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Applying these identities in the definition of the conormal derivative, we can write
\[
\partial^\lambda(\bar{u}_\pm, \pi_\pm) = \pm \partial^\lambda \left( D^\lambda(\bar{u}_\pm | \partial \Omega), \mathcal{P}^\lambda(\bar{u}_\pm | \partial \Omega) \right)
\]
\[
\mp \partial^\lambda \left( S(\partial^\lambda(\bar{u}_\pm, \pi_\pm)), Q(\partial^\lambda(\bar{u}_\pm, \pi_\pm)) \right). \quad (4.147)
\]
The jump relation (4.45) then gives
\[
\partial^\lambda(\bar{u}_\pm, \pi_\pm) = \pm \partial^\lambda \left( D^\lambda(\bar{u}_\pm | \partial \Omega), \mathcal{P}^\lambda(\bar{u}_\pm | \partial \Omega) \right) \mp \left( \mp \frac{1}{2} I + K^\lambda \right) \left( \partial^\lambda(\bar{u}_\pm, \pi_\pm) \right), \quad (4.148)
\]
which is enough to establish (4.144). Similarly, taking boundary traces in (4.145) and using the jump relation (4.43) leads to
\[
\bar{u}_\pm | \partial \Omega = \pm (\mp \frac{1}{2} I + K^\lambda)(\bar{u}_\pm | \partial \Omega) \mp S(\partial^\lambda(\bar{u}_\pm, \pi_\pm)), \quad (4.149)
\]
from which (4.143) follows. \qed

### 4.5 Boundary integral operators and the transmission problem

In this section we assume that $\Omega$ is a graph Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$. As usual, set $\Omega_+ := \Omega$, $\Omega_- := \mathbb{R}^n \setminus \overline{\Omega}$. We begin with the following uniqueness result.

**Proposition 4.18** Assume that $(\bar{u}_\pm, \pi_\pm)$ are solutions to the Stokes system
\[
\Delta \bar{u}_\pm = \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \quad \Omega_\pm, \quad \text{and} \quad M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega), \quad (4.150)
\]
for some $\frac{n-1}{n} < p < \infty$, and that, in addition, they satisfy
\[
\bar{u}_+ | \partial \Omega = \bar{u}_- | \partial \Omega \quad \text{and} \quad \partial^\lambda(\bar{u}_+, \pi_+) = \partial^\lambda(\bar{u}_-, \pi_-). \quad (4.151)
\]
Then $\bar{u}_\pm$ and $\pi_\pm$ are constant.

**Proof.** Consider the functions
\[
\bar{u} := \begin{cases} \bar{u}_+ & \text{in} \quad \Omega_+, \\ \bar{u}_- & \text{in} \quad \Omega_- \end{cases}, \quad \text{and} \quad \pi := \begin{cases} \pi_+ & \text{in} \quad \Omega_+, \\ \pi_- & \text{in} \quad \Omega_- \end{cases}. \quad (4.152)
\]
Then $(\bar{u}, \pi)$ solves the Stokes system in $\mathbb{R}^n$. Let $M(\nabla \bar{u}) := \max\{M(\nabla \bar{u}_+), M(\nabla \bar{u}_-)\}$. Then for every fixed $x \in \mathbb{R}^n$ and $R$ much larger than $\text{dist}(x, \partial \Omega)$, interior estimates give
\[
|\nabla \bar{u}(x)| \leq \left( \int_{B_R(x)} |\nabla \bar{u}|^p \right)^{1/p} \leq CR^{-\frac{n-1}{p}} \|M(\nabla \bar{u})\|_{L^p(\partial \Omega)}. \quad (4.153)
\]
After taking the limit as $R \to \infty$ in (4.153), it follows that $\nabla u \equiv 0$ in $\mathbb{R}^n$, and hence, $\bar{u}$ is a constant vector. Then since $\nabla \pi = \Delta \bar{u} \equiv 0$ in $\mathbb{R}^n$, we know that $\pi$ must also be constant. \qed
Suppose that
\[
\tilde{f} \in H^p(\partial \Omega), \quad \tilde{g} \in H^1_p(\partial \Omega),
\] (4.154)
are arbitrary, and for each \( \mu \in [0, 1) \), consider the following transmission problems:

\[
\begin{align*}
(T^+_{\mu})^* & \quad \begin{cases} 
\tilde{u}_+, \pi_+ & \text{as in (4.150),} \\
\tilde{u}_+ |_{\partial \Omega} - \tilde{u}_- |_{\partial \Omega} = \tilde{g}, \\
\partial^\mu_\nu (\tilde{u}_+, \pi_+) - \mu \partial^\mu_\nu (\tilde{u}_-, \pi_-) = \tilde{f},
\end{cases} \\
(T^-_{\mu})^* & \quad \begin{cases} 
\tilde{u}_+, \pi_+ & \text{as in (4.150),} \\
\tilde{u}_+ |_{\partial \Omega} - \tilde{u}_- |_{\partial \Omega} = \tilde{g}, \\
\mu \partial^\mu_\nu (\tilde{u}_+, \pi_+) - \partial^\mu_\nu (\tilde{u}_-, \pi_-) = \tilde{f}.
\end{cases}
\end{align*}
\] (4.155)

\[
\begin{align*}
(T^+_{\mu}) & \quad \begin{cases} 
\tilde{u}_+, \pi_+ & \text{as in (4.150),} \\
\tilde{u}_+ |_{\partial \Omega} - \mu \tilde{u}_- |_{\partial \Omega} = \tilde{g}, \\
\partial^\mu_\nu (\tilde{u}_+, \pi_+) - \partial^\mu_\nu (\tilde{u}_-, \pi_-) = \tilde{f},
\end{cases} \\
(T^-_{\mu}) & \quad \begin{cases} 
\tilde{u}_+, \pi_+ & \text{as in (4.150),} \\
\mu \tilde{u}_+ |_{\partial \Omega} - \tilde{u}_- |_{\partial \Omega} = \tilde{g}, \\
\partial^\mu_\nu (\tilde{u}_+, \pi_+) - \partial^\mu_\nu (\tilde{u}_-, \pi_-) = \tilde{f}.
\end{cases}
\end{align*}
\] (4.156)

Let us remark that, given that \( \Omega \) is a graph Lipschitz domain, a convenient interpretation of the boundary condition \( \tilde{u}_+ |_{\partial \Omega} - \tilde{u}_- |_{\partial \Omega} = \tilde{g} \) in \( (T^+_{\mu})^* \) is \( \partial_{rjk} \tilde{u}_+ - \partial_{rjk} \tilde{u}_- = \partial_{rjk} \tilde{g} \) on \( \partial \Omega \), for every \( j, k \in \{1, \ldots, n\} \). Similar considerations apply to \( (T^-_{\mu})^* \).

For any of the problems above and any \( \frac{\alpha - 1}{\alpha} < p < \infty \) fixed, we will say that problem is well-posed if for any data as in (4.154), there exists a solution \( (\tilde{u}_\pm, \pi_\pm) \) to the problem that must be unique (modulo constants) and which also satisfies the estimate

\[
\| M(\nabla \tilde{u}_\pm) \|_{L^p(\partial \Omega)} + \| M(\pi_\pm) \|_{L^p(\partial \Omega)} \leq C \left( \| \tilde{f} \|_{H^p(\partial \Omega)} + \| \tilde{g} \|_{H^1_p(\partial \Omega)} \right). 
\] (4.157)

Notice that when \( \mu = 1 \), all of the above problems are identical and can be solved by the functions

\[
\tilde{u}_\pm := D_{\lambda} \tilde{g} - S \tilde{f} \text{ in } \Omega_\pm \quad \text{and} \quad \pi_\pm := P_{\lambda} \tilde{g} - Q \tilde{f} \text{ in } \Omega_\pm.
\] (4.158)

Furthermore, from Proposition 4.18, the solution is unique modulo constants. Now the following claims are obviously true:

\( (T^+_{\mu})^* \) is well-posed \( \iff \) \( (T^-_{\mu})^* \), written with \( \Omega_+ \) and \( \Omega_- \) interchanged, is well-posed, \( (4.159) \)

\( (T^+_{\mu}) \) is well-posed \( \iff \) \( (T^-_{\mu}) \), written with \( \Omega_+ \) and \( \Omega_- \) interchanged, is well-posed. \( (4.160) \)

For \( \mu > 0 \) fixed, the following also hold:

\[
(\tilde{u}_+, \pi_+) \text{ and } (\tilde{u}_-, \pi_-) \text{ solve } (T^+_{\mu})^* \text{ for } (\tilde{f}, \tilde{g}) \\
\iff (\tilde{u}_+, \pi_+) \text{ and } (\mu \tilde{u}_-, \mu \pi_-) \text{ solve } (T^-_{\mu}) \text{ for } (\tilde{f}, \mu \tilde{g}),
\] (4.161)

\[
(\tilde{u}_+, \pi_+) \text{ and } (\tilde{u}_-, \pi_-) \text{ solve } (T^-_{\mu})^* \text{ for } (\tilde{f}, \tilde{g})
\]
\[ \iff (\mu \bar{u}_+, \mu \bar{\pi}_+) \text{ and } (\bar{u}_-, \bar{\pi}_-) \text{ solve } (T_\mu^+)^* \text{ for } (\bar{f}, \mu \bar{g}), \quad (4.162) \]

\[ (\bar{u}_+, \bar{\pi}_+) \text{ and } (\bar{u}_-, \bar{\pi}_-) \text{ solve } (T_\mu^+)^* \text{ for } (\bar{f}, \bar{g}) \]

\[ \iff (\mu \bar{u}_+, \mu \bar{\pi}_+) \text{ and } (\mu \bar{u}_-, \mu \bar{\pi}_-) \text{ solve } (T_{1/\mu}^-)^* \text{ for } (\bar{f}, \mu \bar{g}), \quad (4.163) \]

\[ (\bar{u}_+, \bar{\pi}_+) \text{ and } (\bar{u}_-, \bar{\pi}_-) \text{ solve } (T_\mu^+) \text{ for } (\bar{f}, \bar{g}) \]

\[ \iff (\mu \bar{u}_+, \mu \bar{\pi}_+) \text{ and } (\mu \bar{u}_-, \mu \bar{\pi}_-) \text{ solve } (T_{1/\mu}^-) \text{ for } (\mu \bar{f}, \bar{g}). \quad (4.164) \]

From (4.163), we see that analyzing \((T_\mu^+)^*\) in the case \(\mu > 1\) is equivalent to analyzing \((T_{1/\mu}^-)^*\) in the case when \(\mu < 1\) and vice versa. Of course, from (4.164), there is also a similar connection between \((T_\mu^+)^*\) and \((T_{1/\mu}^-)^*\). With this in mind, in the sequel we will only deal with the case when \(\mu < 1\). Further interconnections between the well-posedness of the four transmission boundary value problems in (4.155)-(4.156) are discussed below.

**Proposition 4.19** Assume that \(\Omega \subset \mathbb{R}^n, n \geq 2,\) is a graph Lipschitz domain and that \(\frac{n-1}{n} < p < \infty, -1 < \lambda \leq 1.\) Then, for each (consistent) choice of the sign \(\pm\) in the statements below, the following two claims are equivalent:

(i) the transmission problem \((T_{\pm \mu})^*\) is well-posed for every \(\mu \in [0, 1),\)

(ii) the operator

\[ \pm \frac{1}{2} \frac{\mu+1}{\mu-1} I + K_{\lambda}^*: H^p(\partial \Omega) \longrightarrow H^p(\partial \Omega) \quad (4.165) \]

is an isomorphism for every \(\mu \in [0, 1).\)

Moreover, for each (consistent) choice of the sign \(\pm\) in the statements below, the following two claims are also equivalent:

(iii) the transmission problem \((T_{\pm \mu})\) is well-posed for every \(\mu \in [0, 1),\)

(iv) the operator

\[ \pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_{\lambda}: H^p_1(\partial \Omega) \longrightarrow H^p_1(\partial \Omega) \quad (4.166) \]

is an isomorphism for every \(\mu \in [0, 1).\)

**Proof.** By (4.159)-(4.160), it suffices to prove all the desired implications for just one fixed choice of the sign, since interchanging \(\Omega_+\) with \(\Omega_-\) means that \(K_{\lambda}\) becomes \(-K_{\lambda}\). In order to fix ideas, we shall carry out the proof for the choice 'plus' of the sign, with this convention being tacitly used throughout the proof.

As far as the implication \((ii) \implies (i)\) is concerned, if the operator (4.165) is an isomorphism for every \(\mu \in [0, 1),\) set
\[ f_1 := \tilde{f} - \partial_\lambda^\mu (D_\lambda^+ \tilde{g}, P_\lambda^+ \tilde{g}) + \mu \partial_\lambda^\mu (D_\lambda^- \tilde{g}, P_\lambda^- \tilde{g}) \in H^p(\partial \Omega), \quad (4.167) \]
\[ f_2 := \left( \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^\mu \right)^{-1} f_1 \in H^p(\partial \Omega), \quad (4.168) \]

where the superscripts ± indicate that the layer potentials in questions are considered as mappings from functions defined on \( \partial \Omega \) into functions defined in \( \Omega_\pm \). Then

\[ \vec{u}_\pm := \frac{1}{1 - \mu} S^\pm \tilde{f}_2 + D_\lambda^\pm \tilde{g}, \quad (4.169) \]
\[ \pi_\pm := \frac{1}{1 - \mu} Q^\pm \tilde{f}_2 + P_\lambda^\pm \tilde{g}, \quad (4.170) \]

solve \((T_\mu^+)^*\) and obey natural estimates, i.e.

\[ \| M(\nabla \vec{u}_\pm) \|_{L^p(\partial \Omega)} + \| M(\pi_\pm) \|_{L^p(\partial \Omega)} \leq C \left( \| \tilde{f} \|_{L^p(\partial \Omega)} + \| \tilde{g} \|_{H^p(\partial \Omega)} \right). \quad (4.171) \]

Let us now consider the issue of uniqueness for \((T_\mu^+)^*\) under the assumption that (4.165) is an invertible operator. To this end, assume that \((\vec{u}_\pm, \pi_\pm)\) solve the homogeneous version of \((T_\mu^+)^*\). Subtracting the two versions of the identity (4.144) and keeping in mind that \( \partial_\lambda^\mu (\vec{u}_+, \pi_+) = \mu \partial_\lambda^\mu (\vec{u}_-, \pi_-) \) and \( \vec{u}_+ |_{\partial \Omega} = \vec{u}_- |_{\partial \Omega} \) allows us to conclude that \( \left( \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^\mu \right)(\partial_\lambda^\mu (\vec{u}_-, \pi_-)) = 0 \). Thus, \( \partial_\lambda^\mu (\vec{u}_-, \pi_-) = 0 \) and, further, \( \partial_\lambda^\mu (\vec{u}_+, \pi_+) = 0 \). With this in hand, the desired conclusion follows from Proposition 4.18. This concludes the proof of \((ii) \implies (i)\).

In the opposite direction, the a priori estimate associated with the version of \((T_\mu^+)^*\) when \( \tilde{g} = 0 \) reads

\[ \| \partial_\lambda^\mu (\vec{u}_+, \pi_+) - \mu \partial_\lambda^\mu (\vec{u}_-, \pi_-) \|_{H^p(\partial \Omega)} \approx \| M(\nabla \vec{u}_+) \|_{L^p(\partial \Omega)} + \| M(\pi_+) \|_{L^p(\partial \Omega)} \]
\[ + \| M(\nabla \vec{u}_-) \|_{L^p(\partial \Omega)} + \| M(\pi_-) \|_{L^p(\partial \Omega)}, \quad (4.172) \]

for any pair of functions \((\vec{u}_\pm, \pi_\pm)\) which solve the Stokes system in \( \Omega_\pm \) and satisfy \( \vec{u}_+ |_{\partial \Omega} = \vec{u}_- |_{\partial \Omega}, M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega) \). Specializing this estimate to the case when \( \vec{u}_\pm = S\vec{h}, \pi_\pm := Q\vec{h} \) in \( \Omega_\pm \), with \( \vec{h} \in H^p(\partial \Omega) \), then yields

\[ \| \vec{h} \|_{H^p(\partial \Omega)} = \| \partial_\lambda^\mu (\vec{u}_-, \pi_-) - \partial_\lambda^\mu (\vec{u}_+, \pi_+) \|_{L^p(\partial \Omega)} \]
\[ \leq C \left( \| M(\nabla \vec{u}_+) \|_{L^p(\partial \Omega)} + \| M(\pi_+) \|_{L^p(\partial \Omega)} + \| M(\nabla \vec{u}_-) \|_{L^p(\partial \Omega)} \right) \]
\[ + \| M(\pi_-) \|_{L^p(\partial \Omega)} \]
\[ \leq C \| \partial_\lambda^\mu (\vec{u}_+, \pi_+) - \mu \partial_\lambda^\mu (\vec{u}_-, \pi_-) \|_{L^p(\partial \Omega)} \]
\[ = C \left( \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^\mu \right) \vec{h} \|_{H^p(\partial \Omega)}, \quad (4.173) \]

where \( C = C(\Omega, p, \mu) > 0 \) is a finite constant. Thus, \( \left\{ \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^\mu \right\}_{0 \leq \mu < 1} \) is a continuously parametrized family of one-to-one operators with closed range (in particular, semi-Fredholm) on
\(H^p(\partial \Omega)\), which are invertible (via a Neumann series) when \(\mu\) is sufficiently close to 1. The homotopic invariance of the index then gives that all the operators in question are invertible on \(H^p(\partial \Omega)\).

Consider next the equivalence (iii) \(\iff\) (iv). First, when the operator \((4.166)\) is an isomorphism for each \(\mu \in [0, 1]\), a solution to \((T^+\mu)\) which satisfies \((4.171)\) is given by

\[
\tilde{u}_\pm := D^\pm \left[ \left( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \right)^{-1} \left( \frac{1}{1-\mu} \bar{g} + S \bar{f} \right) \right] - S^\pm \bar{f} \quad \text{in} \quad \Omega_\pm, \tag{4.174}
\]

\[
\pi_\pm := P^\pm \left[ \left( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \right)^{-1} \left( \frac{1}{1-\mu} \bar{g} + S \bar{f} \right) \right] - Q^\pm \bar{f} \quad \text{in} \quad \Omega_\pm. \tag{4.175}
\]

Second, the \(a \ priori\) estimate associated with the problem \((T^+\mu)\) implies that, for each \(\mu \in [0, 1]\),

\[
\| \bar{u}_+ - \mu \bar{u}_- \|_{L^p(\partial \Omega)} \approx \| M(\nabla \bar{u}_+) \|_{L^p(\partial \Omega)} + \| M(\pi_+) \|_{L^p(\partial \Omega)} + \| \nabla \bar{u}_- \|_{L^p(\partial \Omega)}, \tag{4.176}
\]

for any pair of functions \((\bar{u}_+, \pi_+)\) which solve the Stokes system in \(\Omega_\pm\) and satisfy \(\partial_\nu^\lambda (\bar{u}_+, \pi_+) = \partial_\nu^\lambda (\bar{u}_-, \pi_-)\), as well as \(M(\nabla \bar{u}_+), M(\pi_+) \in L^p(\partial \Omega)\). Specializing \((4.176)\) to the case when \(\bar{u}_\pm = D\lambda \bar{h}, \pi_\pm = P\lambda \bar{h}\) in \(\Omega_\pm\), with \(\bar{h} \in H^1_1(\partial \Omega)\), yields

\[
\| \bar{h} \|_{H^1_1(\partial \Omega)} = \| \bar{u}_+ - \bar{u}_- \|_{H^1_1(\partial \Omega)} \\
\leq C \| \nabla \bar{u}_+ \|_{L^p(\partial \Omega)} + \| \nabla \bar{u}_- \|_{L^p(\partial \Omega)} \\
\leq C \| \bar{u}_+ - \mu \bar{u}_- \|_{H^1_1(\partial \Omega)} = C \| \left( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \right) \bar{h} \|_{H^1_1(\partial \Omega)}, \tag{4.177}
\]

where \(C = C(\Omega, p, \mu) > 0\) is a finite constant. With this in hand and arguing as before, we then conclude that the operator \((4.166)\) is an isomorphism for every \(\mu \in [0, 1]\).

There remains the issue of proving uniqueness for \((T^+\mu)\) when the operator \((4.166)\) is an isomorphism for each \(\mu \in [0, 1]\). Once again, assume \((\bar{u}_\pm, \pi_\pm)\) is a solution of the homogeneous version of \((T^+\mu)\). Then since \(\bar{u}_+ |_{\partial \Omega} = \mu \bar{u}_- |_{\partial \Omega}\) and \(\partial_\nu^\lambda (\bar{u}_+, \pi_+) = \partial_\nu^\lambda (\bar{u}_-, \pi_-)\), subtracting the two versions of \((4.143)\) yields after some simple algebra, \(\left( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \right) \left( \bar{u}_- - \bar{u}_+ \right) |_{\partial \Omega} = 0\). Here, we have also made use of the fact that the single layer does not jump across \(\partial \Omega\). Hence, \(\bar{u}_- |_{\partial \Omega} = 0\), and so \(\bar{u}_+ |_{\partial \Omega} = 0\) as well. Then once again Proposition 4.18 may be invoked in order to conclude.

An immediate corollary of the result above is the following.

**Proposition 4.20** Retain the same assumptions as in the statement of Proposition 4.19. Then, for each (consistent) choice of the sign, the operator

\[
\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : H^p(\partial \Omega) \longrightarrow H^p(\partial \Omega) \tag{4.178}
\]

is an isomorphism for each \(\mu \in (0, 1)\) if and only if the operator

\[
\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : H^1_1(\partial \Omega) \longrightarrow H^1_1(\partial \Omega) \tag{4.179}
\]

is an isomorphism for each \(\mu \in (0, 1)\).
Proof. This is a consequence of the proof of Proposition 4.19 and (4.161)-(4.162).

The above proposition does not cover the case when \( \mu = 0 \), which corresponds precisely to the operators which solve the Neumann problem \((N)\) and the Regularity problem \((R)\) in (1.3). This particular aspect is dealt with in the next chapter, in Theorem 5.9. In order to better explain how the Neumann and Regularity problems are related to the transmission problems, we first need to introduce the following definition.

With \( \frac{n-1}{n} < p < \infty \) fixed, we will say that \((T^+ \mu)\) is semi-well-posed if for any \( \bar{f} \in H^p(\partial \Omega) \) and \( \bar{g} \in H^1_1(\partial \Omega) \), there exists a solution \((\bar{u}_+, \pi_+)\) of \((T^+ \mu)\) such that the functions \(\bar{u}_+\) and \(\pi_+\) must be unique (modulo constants) and also satisfy the estimate

\[
\| M(\nabla \bar{u}_+) \|_{L^p(\partial \Omega)} + \| M(\pi_+) \|_{L^p(\partial \Omega)} \leq C \left( \| \bar{f} \|_{H^p(\partial \Omega)} + \| \bar{g} \|_{H^1_1(\partial \Omega)} \right). \tag{4.180}
\]

Similarly, we will say that \((T^- \mu)\) is semi-well-posed if there exists a solution \((\bar{u}_-, \pi_-)\) such that \(\bar{u}_-\) and \(\pi_-\) must be unique (modulo constants) and satisfy

\[
\| M(\nabla \bar{u}_-) \|_{L^p(\partial \Omega)} + \| M(\pi_-) \|_{L^p(\partial \Omega)} \leq C \left( \| \bar{f} \|_{H^p(\partial \Omega)} + \| \bar{g} \|_{H^1_1(\partial \Omega)} \right). \tag{4.181}
\]

With these definitions in mind, we can state and prove the following proposition that details the relationship between the transmission problems and the Neumann and Regularity problems.

**Proposition 4.21** Let \( \Omega \subseteq \mathbb{R}^n, n \geq 2 \), be a graph Lipschitz domains as before. Recall (1.3). For \( \frac{n-1}{n} < p < \infty \) fixed, the following statements are equivalent:

1. \((T^+ \mu)\) and \((T^- \mu)\) are both semi-well-posed,
2. \((R)\) is well-posed in \(\Omega_+\) and \((N)\) is well-posed in \(\Omega_-\),
3. \((T^+ \mu)\) and \((T^- \mu)\) are both well-posed.

Moreover, a similar result holds in the case when the roles of + and – are reversed.

**Proof.** First, we will show \((1) \implies (2)\). Assume \((T^+ \mu)\) and \((T^- \mu)\) are both semi-well-posed. For any \( \bar{g} \in H^1(\partial \Omega) \), if \((\bar{u}_+, \pi_+)\) solves \((T^+ \mu)\) with data \((0, \bar{g})\), then \((\bar{u}_+, \pi_+)\) will solve \((R)\) in \(\Omega_+\) and also satisfy the appropriate estimate. For any \( \bar{f} \in H^p(\partial \Omega) \), if \((\bar{u}_-, \pi_-)\) solves \((T^- \mu)\) with data \((\bar{f}, 0)\), then \((\bar{u}_-, \pi_-)\) will solve \((N)\) in \(\Omega_-\) and also satisfy the appropriate estimate.

To establish uniqueness for \((R)\), assume \((\bar{u}_+, \pi_+)\) solves the homogeneous version of \((R)\) in \(\Omega_+\). Let \((\bar{u}_-, \pi_-)\) be a solution to the Neumann problem \((N)\) in \(\Omega_-\) such that \(\partial_\nu\lambda(\bar{u}_-, \pi_-) = \partial_\nu\lambda(\bar{u}_+, \pi_+)\). Then \((\bar{u}_+, \pi_+)\) will solve the homogeneous version of \((T^+ \mu)\), which implies that \(\bar{u}_+\) and \(\pi_+\) must be constant. To establish uniqueness for \((N)\), assume \((\bar{u}_-, \pi_-)\) solves the homogeneous version of \((N)\) in \(\Omega_-\), and let \((\bar{u}_+, \pi_+)\) be a solution to the Regularity problem \((R)\) in \(\Omega_+\) such that \(\bar{u}_+|_{\partial \Omega} = \bar{u}_-|_{\partial \Omega}\). Then \((\bar{u}_+, \pi_+)\) will solve the homogeneous version of \((T^- \mu)\), and so \(\bar{u}_-\) and \(\pi_-\) must be constant.

Next, we will prove \((2) \implies (3)\). Assume \((R)\) is well-posed in \(\Omega_+\) and \((N)\) is well-posed in \(\Omega_-\). For any \( \bar{f} \in H^p(\partial \Omega) \) and \( \bar{g} \in H^1(\partial \Omega) \), let \((\bar{u}_+, \pi_+)\) be the solution to \((R)\) such that \(\bar{u}_+|_{\partial \Omega} = \bar{g}\) and let \((\bar{u}_-, \pi_-)\) be the solution to \((N)\) such that \(\partial_\nu\lambda(\bar{u}_-, \pi_-) = \partial_\nu\lambda(\bar{u}_+, \pi_+) - \bar{f}\). Then \((\bar{u}_+, \pi_+)\) will solve \((T^+ \mu)\) and satisfy the appropriate estimates. To establish uniqueness, assume \((\bar{u}_+, \pi_+)\) satisfies the homeogenous version of \((T^+ \mu)\). Then from the uniqueness for \((R)\), \(\bar{u}_+\) and \(\pi_+\) must be
constant. In particular, since $M(\pi_+) \in L^p(\partial\Omega)$, it follows that $\pi_+ = 0$. Then $(\vec{u}_-,-\pi_-)$ solves the homogeneous version of $(N)$ in $\Omega_-$, which means $\vec{u}_-$ and $\pi_-$ must also be constant.

Similarly, if $(\vec{u}_-,\pi_-)$ is the solution to $(N)$ such that $\partial_0^\alpha(\vec{u}_-,\pi_-) = \vec{f}$ and $(\vec{u}_+,-\pi_+)$ is the solution to $(R)$ that satisfies $\vec{u}_+|_{\partial\Omega} = \vec{u}_-|_{\partial\Omega} + \vec{g}$, then $(\vec{u}_+,\pi_\pm)$ will solve $(T^-_\pi)^*$ and also satisfy the appropriate estimates. To establish uniqueness, assume $(\vec{u}_+,\pi_\pm)$ satisfies the homogeneous version of $(T^-_\pi)^*$. Then $\vec{u}_-$ and $\pi_-$ must be constant due to the uniqueness of solutions to $(N)$. Then it follows that $\vec{u}_+|_{\partial\Omega} = 0$ in $H^1_1(\partial\Omega)$, and so from the uniqueness for $(R)$, $\vec{u}_+$ and $\pi_\pm$ must also be constant. Since it is clear that $(3) \implies (1)$, this finishes the proof of the equivalence of the statements $(1)-(3)$, and same result with the roles of $+$ and $-$ reversed follows similarly. □

5 The $L^p$ transmission problem with $p$ near 2

5.1 Rellich identities and related estimates

Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be either a graph Lipschitz domain or a bounded Lipschitz domain, and fix a vector field $\vec{h} \in C^1(\mathbb{R}^n)$ with real-valued components.

**Proposition 5.1** Assume that $\vec{u}_\pm = (u_k^\pm)_{1 \leq k \leq n}$ are real-valued vector fields and $\pi_\pm$ are real-valued scalar functions such that

$$L_\lambda \vec{u}_\pm = \nabla \pi_\pm, \quad \text{div} \vec{u}_\pm = 0 \quad \text{in} \quad \Omega_\pm, \quad M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^2(\partial\Omega).$$

(5.1)

Then for every $\lambda \in \mathbb{R}$,

$$\int_{\partial\Omega} A_\lambda(\nabla \vec{u}_\pm, \nabla \pi_\pm)(\vec{h}, \nu)\,d\sigma = 2 \int_{\partial\Omega} \langle \partial_\lambda^\alpha(\vec{u}_\pm, \pi_\pm), \nabla \pi_\pm \vec{h} \rangle \,d\sigma \pm \int_{\Omega_\pm} (\text{div} \vec{h}) A_\lambda(\nabla \vec{u}_\pm, \nabla \pi_\pm) \,dx$$

$$\pm 2 \int_{\Omega_\pm} \left[ \pi_\pm (\partial_i u_j^\pm)(\partial_i h_j) - (\partial_i u_j^\pm)(\partial_j u_i^\pm + \lambda \partial_i u_j^\pm)(\partial_j h_i) \right] \,dx$$

$$= 2 \int_{\partial\Omega} \langle \partial_\lambda^\alpha(\vec{u}_\pm, \pi_\pm), \nabla \pi_\pm \vec{h} \rangle \,d\sigma + \int_{\Omega_\pm} O^\pm_h \,dx,$$

(5.2)

and

$$\int_{\partial\Omega} (\pi_\pm)^2 \langle \vec{h}, \nu \rangle \,d\sigma = -2 \int_{\partial\Omega} \langle \partial_\lambda^{-1}(\vec{u}_\pm, \pi_\pm), (\nabla \vec{u}_\pm) \vec{h} \rangle \,d\sigma \pm \int_{\Omega_\pm} (\text{div} \vec{h})(\pi_\pm)^2 \,dx$$

$$\pm 2 \int_{\Omega_\pm} \left[ (\partial_k u_j^\pm)(\partial_j h_i) - (\partial_j u_k^\pm)(\partial_j u_j^\pm) \right] \,dx$$

$$= -2 \int_{\partial\Omega} \langle \partial_\lambda^{-1}(\vec{u}_\pm, \pi_\pm), (\nabla \vec{u}_\pm) \vec{h} \rangle \,d\sigma + \int_{\Omega_\pm} O^\pm_h \,dx,$$

(5.3)
where $O_h^\pm$ denotes any function in $\Omega_\pm$ such that, for some finite, purely dimensional constant $C > 0$,

$$O_h^\pm \leq C(|\nabla \bar{u}_\pm|^2 + |\pi_\pm|^2)|\nabla \bar{h}|.$$  \hfill (5.4)

**Proof.** As far as (5.2) is concerned, the idea is to start with (3.41) written for $L_\lambda, \Omega_\pm$ and $\bar{u}_\pm$ in place of $L, \Omega$ and $u$, respectively. Also, $D$ and $A$ are as discussed at the beginning of § 4.1.

Note that the second solid integral in the right hand-side of (3.42) contains $Lu$ which, in our case, corresponds to $L_\lambda \bar{u}_\pm = \nabla \pi_\pm$. We now further integrate by parts this gradient operator and use the divergence-free condition on $\bar{u}_\pm$. The key aspect of this calculation is that the resulting boundary term combines well with the first integral in (3.41), in the sense that it “completes” $\partial^\lambda_\nu u$ to the correct conormal derivative $\partial^\lambda_\nu (\bar{u}_\pm, \pi_\pm)$ for the Stokes system.

This accounts for the form of the integrand in the first integral in the right hand-side of (5.2). The first integral on the second line in (5.2) is a byproduct of the integration by parts just described. Finally, all the other integrals in (5.2) can be easily traced back to (3.41), finishing the proof of (5.2).

The identity (5.3) is a rewriting of formula (1.5) on p. 775 of [34], in the terminology of conormal derivatives utilized in this work. This concludes the proof of the proposition. \hfill □

The Rellich identities (5.2) and (5.3) will play a vital role throughout. Our first application is the following estimate for the pressure term.

**Proposition 5.2** Assume that

$$\Delta \bar{u}_\pm = \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \quad \Omega_\pm, \quad M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial\Omega).$$  \hfill (5.5)

Then there exists $C > 0$ such that for any $\varepsilon > 0$,

$$\int_{\partial\Omega} |\pi|^2 \langle \bar{h}, \nu \rangle \, d\sigma \leq C\varepsilon^{-1} \int_{\partial\Omega} |\nabla \bar{u}_\pm^T - \nabla \bar{u}_\pm|^2 |\bar{h}| \, d\sigma + \varepsilon \int_{\partial\Omega} |\pi|^2 |\bar{h}| \, d\sigma$$

$$+ C \int_{\Omega_\pm} (|\nabla \bar{u}_\pm|^2 + |\pi_\pm|^2)|\nabla \bar{h}| \, dx.$$  \hfill (5.6)

**Proof.** Combining (5.3) and (5.2) in the case $\lambda = -1$ gives

$$\int_{\partial\Omega} |\pi|^2 \langle \bar{h}, \nu \rangle \, d\sigma = -2 \int_{\partial\Omega} \langle \partial_{\nu}^{-1}(\bar{u}_\pm, \pi_\pm), (\nabla \bar{u}_\pm)^T \bar{h} \rangle \, d\sigma + \int_{\Omega_\pm} O_h^\pm \, d\sigma$$

$$= 2 \int_{\partial\Omega} \langle \partial_{\nu}^{-1}(\bar{u}_\pm, \pi_\pm), (\nabla \bar{u}_\pm^T - \nabla \bar{u}_\pm) \bar{h} \rangle \, d\sigma - \int_{\partial\Omega} A^{-1}(\nabla \bar{u}_\pm, \nabla \bar{u}_\pm) \langle \bar{h}, \nu \rangle \, d\sigma + \int_{\Omega_\pm} O_h^\pm \, d\sigma$$

$$= 2 \int_{\partial\Omega} \langle (\nabla \bar{u}_\pm^T - \nabla \bar{u}_\pm) \nu - \pi_\pm \nu, (\nabla \bar{u}_\pm^T - \nabla \bar{u}_\pm) \bar{h} \rangle \, d\sigma$$

$$- \int_{\partial\Omega} A^{-1}(\nabla \bar{u}_\pm, \nabla \bar{u}_\pm) \langle \bar{h}, \nu \rangle \, d\sigma + \int_{\Omega_\pm} O_h^\pm \, d\sigma.$$  \hfill (5.7)
Then since $A_\pm(\nabla \bar{u}_+, \nabla \bar{u}_-) = \frac{1}{2}|\nabla \bar{u}_+^\top - \nabla \bar{u}_-|^2$, the result follows by using Cauchy’s inequality with epsilon in (5.7). \hfill \Box

**Proposition 5.3** For $\lambda \in [-1, 1]$, assume that

$$L_\lambda \bar{u}_\pm = \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \quad \Omega_\pm, \quad M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega). \tag{5.8}$$

Then there exists $C > 0$ such that for any $\varepsilon > 0$ and any $\mu \in [0, 1)$,

$$\int_{\partial \Omega} \left[ A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_+) + \mu A_\lambda(\nabla \bar{u}_-, \nabla \bar{u}_-) \right] \langle \tilde{h}, \nu \rangle \, d\sigma$$

$$\leq \frac{C}{\varepsilon(1-\mu)^2} \int_{\partial \Omega} \left[ |\partial^\lambda_\nu(\bar{u}_+, \pi_+) - \mu \partial^\lambda_\nu(\bar{u}_-, \pi_-)|^2 + \mu |\nabla \tan \bar{u}_+ - \nabla \tan \bar{u}_-|^2 \right] |\tilde{h}| \, d\sigma$$

$$+ \varepsilon \int_{\partial \Omega} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 + \mu |\nabla \bar{u}_-|^2 + \mu |\pi_-|^2 \right) |\tilde{h}| \, d\sigma$$

$$+ \frac{C}{1-\mu} \int_{\Omega_+} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) |\nabla \tilde{h}| \, dx + \frac{\mu C}{1-\mu} \int_{\Omega_-} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) |\nabla \tilde{h}| \, dx \tag{5.9}$$

**Proof.** First, we point out that if $\text{div} \bar{u}_\pm = 0$ in $\Omega_\pm$, then for every $j \in \{1, \ldots, n\}$,

$$\{ (\nabla \bar{u}_\pm) \nu \}_j = \nu_k \partial_j u_k^\pm = \partial_{\tau_{kj}} u_k^\pm, \tag{5.10}$$

and also

$$\langle \partial_\nu \bar{u}_\pm, \nu \rangle = \nu_k \nu_j \partial_j u_k^\pm = \nu_j \partial_{\tau_{kj}} u_k^\pm. \tag{5.11}$$

Combining the Rellich identities in (5.2) for $\bar{u}_+$ and $\bar{u}_-$ gives

$$\int_{\partial \Omega} \left( A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_+) + \mu A_\lambda(\nabla \bar{u}_-, \nabla \bar{u}_-) \right) \langle \tilde{h}, \nu \rangle \, d\sigma$$

$$= 2 \int_{\partial \Omega} \left( \langle \partial^\lambda_\nu(\bar{u}_+, \pi_+), \nabla h \bar{u}_+ \rangle + \mu \langle \partial^\lambda_\nu(\bar{u}_-, \pi_-), \nabla h \bar{u}_- \rangle \right) \, d\sigma$$

$$+ \int_{\Omega_+} \mathcal{O}_h^+ \, dx + \mu \int_{\Omega_-} \mathcal{O}_h^- \, dx$$

$$= -\frac{2\mu}{1-\mu} \int_{\partial \Omega} \left( \langle \partial^\lambda_\nu(\bar{u}_+, \pi_+) - \partial^\lambda_\nu(\bar{u}_-, \pi_-), \nabla h \bar{u}_+ + \nabla h \bar{u}_- \rangle \right) \, d\sigma$$
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\[ + \frac{2}{1-\mu} \int_{\partial \Omega} \Big\langle \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+) - \mu \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-), \nabla_h \vec{u}^+ + \mu \nabla_h \vec{u}^- \Big\rangle \, d\sigma \]

\[ + \int_{\Omega^+} \mathcal{O}^+ \, dx + \mu \int_{\Omega^-} \mathcal{O}^- \, dx. \tag{5.12} \]

Using Cauchy’s inequality with epsilon, the last two lines of (5.12) can be bounded by the right hand side of (5.9). From the definition of the conormal derivative, the third line in (5.12) can be written as

\[- \frac{2\mu}{1-\mu} \int_{\partial \Omega} \langle \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+) - \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-), \nabla_h \vec{u}^+ + \nabla_h \vec{u}^- \rangle \, d\sigma \]

\[= - \frac{2\mu}{1-\mu} \int_{\partial \Omega} \lambda (\langle \nabla \vec{u}^+ \rangle \nu - \nabla \vec{u}^-, \nabla_h \vec{u}^+ + \nabla_h \vec{u}^-) \, d\sigma \]

\[- \frac{4\mu}{1-\mu} \int_{\partial \Omega} \left( \langle \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+) \nabla_h \vec{u}^+ \rangle - \langle \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-) \nabla_h \vec{u}^- \rangle \right) \, d\sigma \]

\[- \frac{2\mu}{1-\mu} \int_{\partial \Omega} \langle \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-) + \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+), \nabla_h \vec{u}^- - \nabla_h \vec{u}^+ \rangle \, d\sigma. \tag{5.13} \]

From (5.10), the second line of (5.13) can be bounded by the right side of (5.9). Applying the Rellich identity (5.2) in the case \( \lambda = 0 \) to the third line of (5.13) gives

\[- \frac{4\mu}{1-\mu} \int_{\partial \Omega} \left( \langle \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+), \nabla_h \vec{u}^+ \rangle - \langle \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-), \nabla_h \vec{u}^- \rangle \right) \, d\sigma \]

\[= - \frac{2\mu}{1-\mu} \int_{\partial \Omega} \left( |\nabla \vec{u}^+|^2 - |\nabla \vec{u}^-|^2 \right) \langle \vec{h}, \nu \rangle \, d\sigma + \frac{\mu}{1-\mu} \int_{\Omega^+} \mathcal{O}^+ \, dx + \frac{\mu}{1-\mu} \int_{\Omega^-} \mathcal{O}^- \, dx \]

\[= - \frac{2\mu}{1-\mu} \int_{\partial \Omega} \left( |\nabla_{\tan} \vec{u}^+|^2 - |\nabla_{\tan} \vec{u}^-|^2 \right) \langle \vec{h}, \nu \rangle \, d\sigma + \frac{\mu}{1-\mu} \int_{\Omega^+} \mathcal{O}^+ \, dx + \frac{\mu}{1-\mu} \int_{\Omega^-} \mathcal{O}^- \, dx. \]

\[- \frac{2\mu}{1-\mu} \int_{\partial \Omega} \left( |\partial_{\nu} \vec{u}^+|^2 - |\partial_{\nu} \vec{u}^-|^2 \right) \langle \vec{h}, \nu \rangle \, d\sigma. \tag{5.14} \]

Since \(|\nabla_{\tan} \vec{u}^+|^2 - |\nabla_{\tan} \vec{u}^-|^2 = \langle \nabla_{\tan} \vec{u}^+ - \nabla_{\tan} \vec{u}^-, \nabla_{\tan} \vec{u}^+ + \nabla_{\tan} \vec{u}^- \rangle\), the third line of (5.14) can also be bounded by the right side of (5.9). This leaves the last term of (5.14), which we will deal with in a moment. Splitting \( \vec{h} \) into its normal and tangential components gives \( \nabla_h = \nabla_{h_{\tan}} + \langle \vec{h}, \nu \rangle \partial_{\nu} \). Using this along with the definition of the conormal derivative in the last line of (5.13) gives

\[- \frac{2\mu}{1-\mu} \int_{\partial \Omega} \langle \frac{\partial}{\partial \nu} (\vec{u}^+, \pi^+) + \frac{\partial}{\partial \nu} (\vec{u}^-, \pi^-), \nabla_h \vec{u}^- - \nabla_h \vec{u}^+ \rangle \, d\sigma \]
Proposition 5.4 Assume that other terms similar to those in the right hand side of (5.9).

\[ \nabla \text{ of Proposition 5.3.} \]

\[ \square \]

bounded by the right side of (5.9). So combining (5.12), (5.13), (5.14), and (5.15) finishes the proof and Cauchy's inequality with epsilon, it follows that the third and fourth lines of (5.15) can be

\[ \text{Notice that the last term in formula (5.15) cancels the last term in formula (5.14). Using (5.11) and Cauchy's inequality with epsilon, it follows that the third and fourth lines of (5.15) can be bounded by the right side of (5.9). So combining (5.12), (5.13), (5.14), and (5.15) finishes the proof of Proposition 5.3. } \]

The previous estimate gives us a good upper bound for terms involving the quadratic form \( A_\lambda(\nabla \bar{u}_\pm, \nabla \bar{u}_\pm) \). Our next result, which is specific to the case \( \lambda = 1 \), seeks to bound terms involving the full gradient, \( \nabla \bar{u}_\pm \), by terms involving the symmetric part of the gradient, \( \nabla \bar{u}_\pm^T + \nabla \bar{u}_\pm \), plus other terms similar to those in the right hand side of (5.9).

**Proposition 5.4** Assume that \( \Omega \subset \mathbb{R}^n, n \geq 2 \), is a Lipschitz domain and that

\[ \Delta \bar{u}_\pm = \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \quad \Omega_\pm, \quad M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega). \]  

(5.16)

Then there exists \( C > 0 \) such that for any \( \varepsilon > 0 \) and any \( \mu \in [0, 1) \),

\[ \int_{\partial \Omega} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 + \frac{\mu(1 + \mu)}{2(1 - \mu)^2} |\pi_+ - \pi_-|^2 \right] (\bar{h}, \nu) \, d\sigma \]

\[ \leq \varepsilon \frac{C}{(1 - \mu)^2} \int_{\partial \Omega} \left[ |\nabla \bar{u}_+^T + \nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-^T + \nabla \bar{u}_-|^2 \right] |\bar{h}| \, d\sigma \]

\[ + \varepsilon \frac{C}{(1 - \mu)^2} \int_{\partial \Omega} \left[ |\partial_\nu (\bar{u}_+, \pi_+) - \mu \partial_\nu (\bar{u}_-, \pi_-)|^2 + \mu |\nabla \tan \bar{u}_+ - \nabla \tan \bar{u}_-|^2 \right] |\bar{h}| \, d\sigma \]

\[ + \varepsilon \int_{\partial \Omega} \left[ |\nabla \bar{u}_+|^2 + |\pi_+|^2 + \mu |\nabla \bar{u}_-|^2 + \mu |\pi_-|^2 \right] |\bar{h}| \, d\sigma \]

\[ + \frac{C}{1 - \mu} \int_{\Omega_+} (|\nabla \bar{u}_+|^2 + |\pi_+|^2) |\nabla \bar{h}| \, dx + \frac{\mu C}{1 - \mu} \int_{\Omega_-} (|\nabla \bar{u}_-|^2 + |\pi_-|^2) |\nabla \bar{h}| \, dx. \]  

(5.17)

**Proof.** Consider the following algebraic identity for \( a, b \in \mathbb{R} \),

\[ \frac{\mu}{1 - \mu} (a - b)^2 = \frac{1}{1 - \mu} (a - \mu b)^2 - a^2 + \mu b^2. \]  

(5.18)
Writing (5.18) with \( a = \pi_+ \) and \( b = \pi_- \) and applying the Rellich identity (5.3) gives

\[
\frac{\mu}{1-\mu} \int_{\partial \Omega} |\pi_+ - \pi_-|^2 \langle \tilde{h}, \nu \rangle \, d\sigma \\
= \frac{1}{1-\mu} \int_{\partial \Omega} (\pi_+ - \mu \pi_-)^2 \langle \tilde{h}, \nu \rangle \, d\sigma - \int_{\partial \Omega} (\pi_+)^2 \langle \tilde{h}, \nu \rangle \, d\sigma + \mu \int_{\partial \Omega} (\pi_-)^2 \langle \tilde{h}, \nu \rangle \, d\sigma \\
= \frac{1}{1-\mu} \int_{\partial \Omega} (\pi_+ - \mu \pi_-)^2 \langle \tilde{h}, \nu \rangle \, d\sigma + 2 \int_{\partial \Omega} \langle \partial_{\nu}^{-1}(\tilde{u}_+, \pi_-), (\nabla \tilde{u}_+) \tilde{h} \rangle \, d\sigma \\
- 2\mu \int_{\partial \Omega} \langle \partial_{\nu}^{-1}(\tilde{u}_-, \pi_-), (\nabla \tilde{u}_-) \tilde{h} \rangle \, d\sigma + \int_{\Omega_+} \mathcal{O}_h^+ \, dx + \mu \int_{\Omega_-} \mathcal{O}_h^- \, dx. \\

(5.19)

Using the Rellich identity (5.2) in the case \( \lambda = 0 \) along with the definition of the conormal derivative, we can write

\[
\int_{\partial \Omega} \left[ |\nabla \tilde{u}_+|^2 + \mu |\nabla \tilde{u}_-|^2 \right] \langle \tilde{h}, \nu \rangle \, d\sigma \\
= \int_{\partial \Omega} \left[ 2 \langle \partial_{\nu}^0(\tilde{u}_+, \pi_+), \nabla_h \tilde{u}_+ \rangle + 2\mu \langle \partial_{\nu}^0(\tilde{u}_-, \pi_-), \nabla_h \tilde{u}_- \rangle \right] \, d\sigma + \int_{\Omega_+} \mathcal{O}_h^+ \, dx + \mu \int_{\Omega_-} \mathcal{O}_h^- \, dx \\
= \int_{\partial \Omega} \left[ 2 \langle \partial_{\nu}^1(\tilde{u}_+, \pi_+), \nabla_h \tilde{u}_+ \rangle + 2\mu \langle \partial_{\nu}^1(\tilde{u}_-, \pi_-), \nabla_h \tilde{u}_- \rangle \right] \, d\sigma + \int_{\Omega_+} \mathcal{O}_h^+ \, dx + \mu \int_{\Omega_-} \mathcal{O}_h^- \, dx \\
+ \frac{1+\mu}{1-\mu} \int_{\partial \Omega} \left[ \langle \partial_{\nu}^{-1}(\tilde{u}_+, \pi_+), \nabla_h \tilde{u}_+ \rangle - \langle \partial_{\nu}^{-1}(\tilde{u}_-, \pi_-), \nabla_h \tilde{u}_- \rangle \right] \, d\sigma \\
+ 2\mu \int_{\partial \Omega} \left[ \langle (\nabla \tilde{u}_-) \nu, \nabla_h \tilde{u}_+ - \nabla_h \tilde{u}_- \rangle + \frac{2}{1-\mu} \langle (\nabla \tilde{u}_+ - \nabla \tilde{u}_-) \nu, \nabla_h \tilde{u}_+ \rangle \right] \, d\sigma. \\

(5.20)
If we multiply (5.19) by \( \frac{1+\mu}{2(1-\mu)} \) and add it to (5.20) and also apply the Rellich identity (5.2) in the case \( \lambda = 1 \) to the first term in the third line of (5.20), we have

\[
\int_{\partial \Omega} \left[ \left| \nabla \bar{u}_+ \right|^2 + \mu \left| \nabla \bar{u}_- \right|^2 + \frac{(1+\mu)}{2(1-\mu)^2} \left( \pi_+ - \pi_- \right)^2 \right] \langle \bar{h}, \nu \rangle \, d\sigma \\
= \int_{\partial \Omega} \left[ A_1(\nabla \bar{u}_+, \nabla \bar{u}_+) + \mu A_1(\nabla \bar{u}_-, \nabla \bar{u}_-) \right] \langle \bar{h}, \nu \rangle \, d\sigma + \frac{1}{1-\mu} \int_{\Omega_+} \mathcal{O}_+ h \, dx + \frac{\mu}{1-\mu} \int_{\Omega_-} \mathcal{O}_- h \, dx \\
- \frac{1+\mu}{1-\mu} \int_{\partial \Omega} \langle \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-), \nabla_h \bar{u}_+ \rangle \, d\sigma \\
+ 2\mu \int_{\partial \Omega} \left[ \langle (\nabla \bar{u}_-) \nu, \nabla_h \bar{u}_+ - \nabla_h \bar{u}_- \rangle + \frac{2}{1-\mu} \langle (\nabla \bar{u}_- - \nabla \bar{u}_+ \nu, \nabla_h \bar{u}_+ \rangle \right] \, d\sigma \\
+ \frac{1+\mu}{2(1-\mu)^2} \int_{\partial \Omega} (\pi_+ - \mu \pi_-)^2 \langle \bar{h}, \nu \rangle \, d\sigma + \frac{1+\mu}{1-\mu} \int_{\partial \Omega} \langle \partial_\nu^{-1}(\bar{u}_+, \pi_+), (\nabla \bar{u}_+ + \nabla \bar{u}_+ \bar{h}) \rangle \, d\sigma \\
- \frac{\mu(1+\mu)}{1-\mu} \int_{\partial \Omega} \langle \partial_\nu^{-1}(\bar{u}_-, \pi_-), (\nabla \bar{u}_- + \nabla \bar{u}_- \bar{h}) \rangle \, d\sigma \\
+ \frac{\mu(1+\mu)}{1-\mu} \int_{\partial \Omega} \langle \partial_\nu^{-1}(\bar{u}_-, \pi_-), \nabla_h \bar{u}_- - \nabla_h \bar{u}_+ \rangle \, d\sigma. \quad (5.21)
\]

Notice also that

\[
\pi_+ - \mu \pi_- \bigg|_{\partial \Omega} = (1 - \mu) \langle (\nabla \bar{u}_+^\top + \nabla \bar{u}_-) \nu, \nu \rangle + \mu \langle \partial_\nu \bar{u}_+ - \partial_\nu \bar{u}_-, \nu \rangle + \mu \langle (\nabla \bar{u}_+ - \nabla \bar{u}_-) \nu, \nu \rangle - \langle \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-), \nu \rangle. \quad (5.22)
\]

Then using (5.10), (5.11), and (5.22), we can bound the first term of the fifth line of (5.21) as follows,

\[
\frac{1+\mu}{2(1-\mu)^2} \int_{\partial \Omega} (\pi_+ - \mu \pi_-)^2 \langle \bar{h}, \nu \rangle \, d\sigma \leq C \int \left| \nabla \bar{u}_+^\top + \nabla \bar{u}_- \right|^2 |\bar{h}| \, d\sigma \\
+ \frac{C}{1-\mu^2} \int_{\partial \Omega} \left[ \left| \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-) \right|^2 + \mu \left| \nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_- \right|^2 \right] |\bar{h}| \, d\sigma. \quad (5.23)
\]

The next step is to observe that

\[
\nabla_h \bar{u}_\pm = \nabla_{\tan} \bar{u}_\pm + (\partial_\nu \bar{u}_\pm) \langle \bar{h}, \nu \rangle = \nabla_{\tan} \bar{u}_\pm + \left[ (\nabla \bar{u}_+^\top + \nabla \bar{u}_-) \nu \right] \langle \bar{h}, \nu \rangle - \left[ (\nabla \bar{u}_\pm) \nu \right] \langle \bar{h}, \nu \rangle, \quad (5.24)
\]
and therefore from (5.10),
\[
\left| \nabla_h \bar{u}_+ - \nabla_h \bar{u}_- \right| \leq \left| \nabla \bar{u}_+ - \nabla \bar{u}_- \right| \left| h \right| + \left| \nabla \bar{u}_+ - \nabla \bar{u}_- \right| \left| \bar{h} \right| + 2 \left| \nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_- \right| \left| \bar{h} \right|. \tag{5.25}
\]

Then the proposition follows by repeatedly applying Cauchy’s inequality with epsilon in (5.21) while using (5.25) for the first term in the fourth line and the last term. Here, we also use the fact that \( A_1(\nabla \bar{u}_+, \nabla \bar{u}_-) = \frac{1}{2} \left| \nabla \bar{u}_+ + \nabla \bar{u}_- \right|^2 \).

Using the previous two propositions, we can now prove our main estimates.

**Corollary 5.5** Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be a Lipschitz domain. For \( \lambda \in (-1, 1] \), assume that
\[
L_\lambda \bar{u}_+ = \nabla \pi_+, \quad \text{div } \bar{u}_+ = 0 \text{ in } \Omega_+, \quad M(\nabla \bar{u}_+), M(\pi_+) \in L^2(\partial \Omega). \tag{5.26}
\]

Finally, let \( \bar{h} \in C^\infty(\mathbb{R}^n) \) and \( C_o > 0 \) be such that
\[
1 \leq \langle \bar{h}(x), \bar{v}(x) \rangle \leq C_o, \quad \forall \ x \in \partial \Omega. \tag{5.27}
\]

Then there exists \( C > 0 \) such that for \( \mu \in [0, 1) \),
\[
\int_{\partial \Omega} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \tag{5.28}
\]
\[
\leq \frac{C}{(1-\mu)^\nu} \int_{\partial \Omega} \left[ |\partial_\nu(\bar{u}_+, \pi_+) - \mu \partial_\nu(\bar{u}_-, \pi_-)|^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \right] d\sigma
\]
\[
+ \frac{C}{(1-\mu)^\nu} \int_{\Omega_+} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) |\nabla \bar{h}| \, dx + \frac{\mu C}{(1-\mu)^\nu} \int_{\Omega_-} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) |\nabla \bar{h}| \, dx. \tag{5.29}
\]

**Proof.** Choosing \( \varepsilon \) small enough in Proposition 5.2, we can show that
\[
\int_{\partial \Omega} \left| \pi_\pm \right|^2 d\sigma \leq C \int_{\partial \Omega} |\nabla \bar{u}_\pm|^2 d\sigma + C \int_{\Omega_\pm} \left( |\nabla \bar{u}_\pm|^2 + |\pi_\pm|^2 \right) |\nabla \bar{h}| \, dx. \tag{5.30}
\]

In the case \( \lambda = 1 \), since \( A_1(\nabla \bar{u}_+, \nabla \bar{u}_-) = \frac{1}{2} |\nabla \bar{u}_+ + \nabla \bar{u}_-|^2 \), combining Proposition 5.4, Proposition 5.3, and (5.30) gives
\[
\int_{\partial \Omega} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \leq \frac{C}{\varepsilon_1 (1-\mu)^\nu} \int_{\partial \Omega} \left[ |\nabla \bar{u}_+ + \nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_- + \nabla \bar{u}_-|^2 \right] d\sigma
\]
\[
+ \frac{C}{\varepsilon_1 (1-\mu)^\nu} \int_{\partial \Omega} \left[ |\partial_\nu(\bar{u}_+, \pi_+) - \mu \partial_\nu(\bar{u}_-, \pi_-)|^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \right] d\sigma
\]
\[
+ \varepsilon_1 C \int_{\partial \Omega} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma,
\]
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\[ + \frac{C}{1-\mu} \int_{\Omega_+} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) d\sigma + \frac{\mu C}{1-\mu} \int_{\Omega_-} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) d\sigma \leq \frac{C}{\varepsilon_1(1-\mu)^2} \int_{\partial\Omega} \left[ |\partial_{\nu}^1(\bar{u}_+, \pi_+) - \mu \partial_{\nu}^1(\bar{u}_-, \pi_-)|^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \right] d\sigma \]

Then the corollary follows by letting \( \varepsilon_2 = \varepsilon_1^2(1 - \mu)^2 \) and choosing \( \varepsilon_1 \) small enough. If \( |\lambda| < 1 \), there exists \( C_\lambda > 0 \) such that \( |\nabla \bar{u}_\pm|^2 \leq C_\lambda A_\lambda(\nabla \bar{u}_\pm, \nabla \bar{u}_\mp) \), and so in this case, the corollary can be proved more directly using Proposition 5.3 and (5.30).

Corollary 5.6 Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a Lipschitz domain and assume that, for some \( \lambda \in (-1, 1) \),

\[ L_\lambda \bar{u}_\pm = \nabla \pi_\pm, \text{ div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm, \quad M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial\Omega). \tag{5.32} \]

Let \( \tilde{h} \in C^\infty(\mathbb{R}^n) \) and \( C_0 > 0 \) be such that

\[ 1 \leq \langle \tilde{h}(x), \bar{v}(x) \rangle \leq C_0, \quad \forall \, x \in \partial\Omega. \tag{5.33} \]

Then there exists \( C > 0 \) such that for \( \mu \in (0, 1) \),

\[ \int_{\partial\Omega} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \leq \frac{C}{(1-\mu)^2} \int_{\partial\Omega} \left[ |\mu \partial_{\nu}^\lambda(\bar{u}_+, \pi_+) - \partial_{\nu}^\lambda(\bar{u}_-, \pi_-)|^2 + |\nabla_{\tan} \bar{u}_+ - \mu \nabla_{\tan} \bar{u}_-|^2 \right] d\sigma \]

\[ + \frac{C}{(1-\mu)^4} \int_{\Omega_+} (|\nabla \bar{u}_+|^2 + |\pi_+|^2) |\nabla \tilde{h}| dx + \frac{\mu C}{(1-\mu)^2} \int_{\Omega_-} (|\nabla \bar{u}_-|^2 + |\pi_-|^2) |\nabla \tilde{h}| dx. \tag{5.34} \]

Proof. For \( \mu \in (0, 1) \), the corollary follows by applying Corollary 5.5 to the functions

\[ \bar{v}_+ := \mu \bar{u}_-, \quad \bar{v}_- := \bar{u}_+, \quad \rho_+ := \mu \pi_-, \quad \rho_- := \pi_+, \tag{5.35} \]

and then dividing by \( \mu \). For \( \mu = 0 \), this follows by simply taking the limit as \( \mu \to 0^+ \). \( \square \)
5.2 The case of a graph Lipschitz domain

In this section, we seek to establish the well-posedness of each of the various boundary value problems stated in §1 in graph Lipschitz domains.

Lemma 5.7 Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain as defined earlier. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that whenever $2 - \varepsilon < p < 2 + \varepsilon$ and $\mu \in (0, 1)$, the following hold:

(i) The operators $\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*$ are invertible on $L^p(\partial \Omega)$,

(ii) The operators $\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ are invertible on $L^p(\partial \Omega)$, on $\dot{L}^p_1(\partial \Omega)$, and on $L^p_1(\partial \Omega)$.

Proof. It is enough to prove the lemma in the case $p = 2$, since the extension to $p \in (2 - \varepsilon, 2 + \varepsilon)$ is then a consequence of abstract stability results. For $\bar{f} \in L^2(\partial \Omega)$ fixed, let $\bar{u}_\pm := S\bar{f}$ and $\pi_\pm := Q\bar{f}$ in $\Omega_\pm$. Then $(\bar{u}_\pm, \pi_\pm)$ will satisfy

\[
\begin{align*}
\Delta \bar{u}_\pm &= \nabla \pi_\pm, \quad \text{div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm, \\
\bar{u}_+|\partial \Omega &= \bar{u}_-|\partial \Omega, \\
\partial_\nu^p(\bar{u}_+, \pi_+) - \mu \partial_\nu^p(\bar{u}_-, \pi_-) &= (-\frac{1}{2}(1 + \mu)I + (1 - \mu)K_\lambda^*) \bar{f} \text{ on } \partial \Omega, \\
M(\nabla \bar{u}_\pm), M(\pi_\pm) &\in L^2(\partial \Omega). 
\end{align*}
\]

(5.36)

Since $\Omega_\pm$ are graph Lipschitz domains, it is possible to select a constant vector field $\bar{h}$ that satisfies the hypothesis of Corollary 5.5. Applying Corollary 5.5 then gives

\[
\int_{\partial \Omega} |\nabla \bar{u}_+|^2 + \mu|\nabla \bar{u}_-|^2 |d\sigma \leq C \int_{\partial \Omega} |(-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*) \bar{f}|^2 |d\sigma. 
\]

(5.37)

Also, if we apply Corollary 5.6 in the case $\mu = 0$ with the roles of $\bar{u}_+$ and $\bar{u}_-$ reversed, we get

\[
\int_{\partial \Omega} |\nabla \bar{u}_-|^2 |d\sigma \leq C \int_{\partial \Omega} |\nabla \tan \bar{u}_-|^2 |d\sigma = C \int_{\partial \Omega} |\nabla \tan \bar{u}_+|^2 |d\sigma \leq C \int_{\partial \Omega} |\nabla \bar{u}_+|^2 |d\sigma. 
\]

(5.38)

Then combining (5.37) and (5.38), and using (4.45) gives

\[
\|\bar{f}\|_{L^2(\partial \Omega)} = \|\partial_\nu^p(\bar{u}_-, \pi_-) - \partial_\nu^p(\bar{u}_+, \pi_+)|_{L^2(\partial \Omega)} \\
\leq C \|\nabla \bar{u}_-\|_{L^2(\partial \Omega)} + C \|\nabla \bar{u}_+\|_{L^2(\partial \Omega)} \\
\leq C \|\nabla \bar{u}_+\|_{L^2(\partial \Omega)} \leq C \|(-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*) \bar{f}\|_{L^2(\partial \Omega)}. 
\]

(5.39)

From (5.39), it follows that $-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*$ is one-to-one and semi-Fredholm for every $\mu \in [0, 1)$. Also, if $\mu$ is sufficiently close to 1, we have that $-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*$ is invertible on $L^2(\partial \Omega)$ via a Neumann series. It follows from the homotopic invariance of the index that $-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_*^\lambda$ is actually Fredholm with index zero for each $\mu \in [0, 1)$, and therefore $-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_*^\lambda$ is invertible on $L^2(\partial \Omega)$. If we exchange the roles of $(\bar{u}_+, \pi_+)$ and $(\bar{u}_-, \pi_-)$ in the above argument, we can also show that $\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_*^\lambda$ is invertible on $L^2(\partial \Omega)$. By duality, the operators $\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_*^\lambda$ must also be invertible on $L^2(\partial \Omega)$. 
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Now, for \( \vec{g} \in \dot{L}^2(\partial \Omega) \), let \( \vec{u}_\pm = D_\lambda \vec{g} \) and \( \pi_\pm = P_\lambda \vec{g} \) in \( \Omega_\pm \). Then \( (\vec{u}_\pm, \pi_\pm) \) will satisfy

\[
\begin{cases}
\Delta \vec{u}_\pm = \nabla \pi_\pm, & \text{div} \, \vec{u}_\pm = 0 \quad \text{in} \ \Omega_\pm, \\
\vec{u}_+|_{\partial \Omega} - \mu \vec{u}_-|_{\partial \Omega} = \left( \frac{1}{2}(1 + \mu)I + (1 - \mu)K_\lambda \right) \vec{g} \quad \text{on} \ \partial \Omega, \\
\partial^\nu_\lambda(\vec{u}_+, \pi_+) = \partial^\nu_\lambda(\vec{u}_-, \pi_-), \\
M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega).
\end{cases}
\]

(5.40)

Applying Corollary 5.6 gives

\[
\int_{\partial \Omega} |\nabla \vec{u}_+|^2 + \mu |\nabla \vec{u}_-|^2 \, d\sigma \leq C \int_{\partial \Omega} |\nabla \tan[(\frac{1}{2} + \frac{\mu}{1 - \mu}) \vec{g}]|^2 \, d\sigma.
\]

(5.41)

Also, if we apply Corollary 5.5 in the case \( \mu = 0 \) with the roles of \( \vec{u}_+ \) and \( \vec{u}_- \) reversed, we get

\[
\int_{\partial \Omega} |\nabla \vec{u}_-|^2 \, d\sigma \leq C \int_{\partial \Omega} |\partial^\nu_\lambda(\vec{u}_-, \pi_-)|^2 \, d\sigma = C \int_{\partial \Omega} |\partial^\nu_\lambda(\vec{u}_+, \pi_+)|^2 \, d\sigma \leq C \int_{\partial \Omega} |\nabla \vec{u}_+|^2 \, d\sigma.
\]

(5.42)

Then combining (5.41) and (5.42), and using (4.43) gives

\[
\|\vec{g}\|_{L^2_\lambda(\partial \Omega)} = \|\vec{u}_+ - \vec{u}_-\|_{L^2_\lambda(\partial \Omega)} \\
\leq C\|\nabla \vec{u}_+\|_{L^2(\partial \Omega)} + C\|\nabla \vec{u}_-\|_{L^2(\partial \Omega)} \\
\leq C\|\nabla \vec{u}_+\|_{L^2(\partial \Omega)} \leq C\|(\frac{1}{2} + \frac{\mu}{1 - \mu})I + K_\lambda)\vec{g}\|_{L^2_\lambda(\partial \Omega)}.
\]

(5.43)

From (5.43), it follows that \( \frac{1}{2} + \frac{\mu}{1 - \mu}I + K_\lambda \) is one-to-one and semi-Fredholm for every \( \mu \in [0, 1) \), and repeating the same arguments as above leads to the conclusion that the operators \( \pm \frac{1}{2} + \frac{\mu}{1 - \mu}I + K_\lambda \) are in fact invertible on \( \dot{L}^2(\partial \Omega) \). Since these operators are invertible on \( L^2(\partial \Omega) \) and \( \dot{L}^2(\partial \Omega) \), we can establish

\[
\|\vec{g}\|_{L^2_\lambda(\partial \Omega)} \leq C\|(\frac{1}{2} + \frac{\mu}{1 - \mu}I + K_\lambda)\vec{g}\|_{L^2_\lambda(\partial \Omega)}.
\]

(5.44)

for any \( \vec{g} \in L^2(\partial \Omega) \), which, after arguing as above, eventually allows us to conclude that the operators \( \pm \frac{1}{2} + \frac{\mu}{1 - \mu}I + K_\lambda \) are also invertible on \( L^2(\partial \Omega) \).

The invertibility of these operators allows us to prove the well-posedness of the associated boundary value problems, as in the following theorem.

**Theorem 5.8** Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be a graph Lipschitz domain, and set \( \Omega_+ := \Omega, \ \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \). Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that for any \( p \in (2 - \varepsilon, 2 + \varepsilon) \), the transmission problems \( (T^\pm_\mu) \) and \( (T^\pm_\mu)^* \) (cf. (4.155)-(4.156)) are well-posed for any \( \mu \in [0, 1) \). Moreover, the Neumann problem \( (N) \) and the Regularity problem \( (R) \) (cf. (1.3)) are also well-posed in \( \Omega_+ \) and \( \Omega_- \) for any \( p \in (2 - \varepsilon, 2 + \varepsilon) \).

**Proof.** The well-posedness of \( (T^\pm_\mu) \) and \( (T^\pm_\mu)^* \) for any \( \mu \in [0, 1) \) follows directly from Lemma 5.7 and Proposition 4.19. Then Proposition 4.21 implies that \( (N) \) and \( (R) \) are also well-posed.

With these results in mind, we can prove the following theorem.
Theorem 5.9 Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a graph Lipschitz domain and let \( \frac{n-1}{n} < p_o < 2 < p_1 < \infty \). Then for \( \lambda \in (-1,1] \), the following are equivalent:

1. the operators

\[
\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^* \quad \text{and} \quad -\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^* \quad \text{are invertible on } \mathcal{H}^p(\partial \Omega)
\]

for all \( \mu \in [0,1) \) and for all \( p \in (p_o,p_1) \).

(5.45)

2. the operators

\[
\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \quad \text{and} \quad -\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \quad \text{are invertible on } \mathcal{H}_1^p(\partial \Omega)
\]

for all \( \mu \in [0,1) \) and for all \( p \in (p_o,p_1) \).

(5.46)

\[\text{Proof.}\] First, assume the operators \( \pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^* \) are invertible on \( \mathcal{H}^p(\partial \Omega) \) for all \( \mu \in [0,1) \) and for all \( p \in (p_o,p_1) \). To prove the invertibility of \( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \) and \(-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \) on \( \mathcal{H}_1^p(\partial \Omega) \), from Proposition 4.19, it is enough to show that the transmission problems \((T_\mu)^+\) and \((T_\mu)^-\) are well-posed. In fact, given that (5.45) and (5.46) are invariant under changing the roles of \( \Omega_+ \) and \( \Omega_- \), we may further conclude from (4.159)-(4.160) that it suffices to establish that just one of the problems \((T_\mu)^+\), \((T_\mu)^-\) is well-posed.

To prove the well-posedness of \((T_\mu)^+\), we can actually reduce matters to the case when \( \tilde{f} = 0 \). To see this, let \((\tilde{v}_\pm, \rho_\pm)\) solve the reduced transmission problem with datum \( \tilde{g} + (1 - \mu)S\tilde{f} \). Then \( \tilde{u}_\pm = \tilde{v}_\pm - S\tilde{f}, \pi_\pm = \rho_\pm - Q\tilde{f} \) will solve \((T_\mu)^+\) and also satisfy the appropriate non-tangential maximal function estimates. For the rest of the proof, we will deal with the case when \( \tilde{f} = 0 \).

Fix \( p \in (p_o,p_1) \). First we claim that for \( \tilde{g} \in \mathcal{H}_1^p(\partial \Omega) \),

\[
S\left[ (\mp \frac{1}{2} I + K_\lambda)^{-1} \partial_\nu(D\lambda\tilde{g}, P\lambda\tilde{g}) \right] = D\lambda\tilde{g} \quad \text{in } \Omega_\pm.
\]

(5.47)

To prove this identity, it is enough to consider the case when \( \tilde{g} \) is in a dense subclass of \( \mathcal{H}_1^p(\partial \Omega) \). Assume \( \tilde{g} \in \mathcal{H}_1^p(\partial \Omega) \cap L^2(\partial \Omega) \). Using the jump formula (4.45), it can be shown that the left and right sides of (5.47) yield the same conormal derivative. Since the conormal derivatives of each side will be functions in \( \mathcal{H}^p(\partial \Omega) \cap L^2(\partial \Omega) \), it follows from the uniqueness for the \( L^2 \) Neumann problem that the left and right sides of (5.47) differ only by a constant. Finally, since each expression decays at infinity, the identity must hold. Moving to the boundary in (5.47) gives the useful identity

\[
S\left[ (\mp \frac{1}{2} I + K_\lambda)^{-1} \partial_\nu(D\lambda\tilde{g}, P\lambda\tilde{g}) \right] = (\pm \frac{1}{2} I + K_\lambda)\tilde{g} \quad \text{on } \partial \Omega.
\]

(5.48)

Next, we claim that the functions

\[
\tilde{u}_\pm := \frac{1}{1-\mu} S\left[ (\mp \frac{1}{2} I + K_\lambda)^{-1}(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda)^{-1} \partial_\nu(D\lambda\tilde{g}, P\lambda\tilde{g}) \right],
\]

(5.49)

\[
\pi_\pm := \frac{1}{1-\mu} Q\left[ (\mp \frac{1}{2} I + K_\lambda)^{-1}(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda)^{-1} \partial_\nu(D\lambda\tilde{g}, P\lambda\tilde{g}) \right],
\]

(5.50)
satisfy the transmission problem \((T^+_\mu)\). The jump formula (4.45) gives

\[
\partial^\lambda_\nu(\vec{u}_\pm, \pi_\pm) = \frac{1}{1-\mu}((\frac{3}{2}I + K_\mu^*)((\frac{3}{2}I + K_\mu^*)^{-1}(\frac{1+\mu}{2}I + K_\lambda^*)^{-1})\partial^\lambda_\nu(D_\lambda \vec{g}, P_\lambda \vec{g})
\]

\[
= \frac{1}{1-\mu}(\frac{1+\mu}{2}I + K_\lambda^*)^{-1}\partial^\lambda_\nu(D_\lambda \vec{g}, P_\lambda \vec{g}), \tag{5.51}
\]

and so \(\partial^\lambda_\nu(\vec{u}_+, \pi_+) = \partial^\lambda_\nu(\vec{u}_-, \pi_-)\). For a bounded, linear operator \(T\), assume \(\eta I + T\) and \(\gamma I + T\) are invertible operators for \(\eta, \gamma \in \mathbb{R}\). The for \(\mu \in \mathbb{R}\), the resolvent identity

\[(\eta I + T)^{-1} - \mu(\gamma I + T)^{-1} = (\eta I + T)^{-1}((\gamma I + T) - \mu(\eta I + T)))(\gamma I + T)^{-1} \tag{5.52}\]

holds. By applying (5.52) twice and also using the boundary identity (5.48), we can write

\[
\vec{u}_+|_{\partial \Omega} - \mu \vec{u}_-|_{\partial \Omega} = \frac{1}{1-\mu}S\left[\left((-\frac{3}{2}I + K_\mu^*)^{-1} - \mu\left(\frac{3}{2}I + K_\mu^*\right)^{-1}\right)\left(\frac{1+\mu}{2}I + K_\lambda^*\right)^{-1}\partial^\lambda_\nu(D_\lambda \vec{g}, P_\lambda \vec{g})\right]
\]

\[
= S\left[\left((-\frac{3}{2}I + K_\mu^*)^{-1}\left(\frac{1+\mu}{2}I + K_\lambda^*\right)^{-1}\right)\left(\frac{1+\mu}{2}I + K_\lambda^*\right)^{-1}\partial^\lambda_\nu(D_\lambda \vec{g}, P_\lambda \vec{g})\right]
\]

\[
= S\left[\left((-\frac{3}{2}I + K_\mu^*)^{-1} - \left(\frac{3}{2}I + K_\mu^*\right)^{-1}\right)\partial^\lambda_\nu(D_\lambda \vec{g}, P_\lambda \vec{g})\right]
\]

\[
= (\frac{1}{2}I + K_\lambda^*)\vec{g} - (-\frac{3}{2}I + K_\mu^*)\vec{g} = \vec{g}. \tag{5.53}\]

To prove uniqueness for \((T^+_\mu)\), we will first prove uniqueness for the \(H^p\) Neumann problem \((N)\).

Assume \((\vec{u}_+, \pi_+)\) satisfies the homogeneous version of the \(H^p\) Neumann problem in \(\Omega_+\). Define

\[
\vec{u}_- := S\left[\left((-\frac{3}{2}I + K_\mu^*)^{-1} - \frac{3}{2}I + K_\mu^*\right)^{-1}\partial^\lambda_\nu(D_\lambda (\vec{u}_+|_{\partial \Omega}), P_\lambda (\vec{u}_+|_{\partial \Omega}))\right] \text{ in } \Omega_-, \tag{5.54}\]

and

\[
\pi_- := Q\left[\left((-\frac{3}{2}I + K_\mu^*)^{-1} - \frac{3}{2}I + K_\mu^*\right)^{-1}\partial^\lambda_\nu(D_\lambda (\vec{u}_+|_{\partial \Omega}), P_\lambda (\vec{u}_+|_{\partial \Omega}))\right] \text{ in } \Omega_. \tag{5.55}\]

Arguing as above using (5.48), it follows that \(\vec{u}_-|_{\partial \Omega} = \vec{u}_+|_{\partial \Omega}\). Since \(\vec{u}_-|_{\partial \Omega} = \vec{u}_+|_{\partial \Omega}\) and \(\partial^\lambda_\nu(\vec{u}_+, \pi_+) = 0\), from (4.144) we have

\[
(-\frac{3}{2}I + K_\mu^*)\left(\partial^\lambda_\nu(\vec{u}_-, \pi_-)\right) = (\frac{3}{2}I + K_\lambda^*)\left(\partial^\lambda_\nu(\vec{u}_+, \pi_+)\right) = 0. \tag{5.56}\]

Since \(-\frac{3}{2}I + K_\mu^*\) is invertible on \(H^p(\partial \Omega)\), it follows that

\[
\partial^\lambda_\nu(\vec{u}_-, \pi_-) = 0 = \partial^\lambda_\nu(\vec{u}_+, \pi_+). \tag{5.57}\]
Then from Proposition 4.18, \( \check{u}_+ \) and \( \pi_+ \) are constant. With a similar argument, we can also prove uniqueness for the \( H^p \) Neumann problem in \( \Omega_\pm \).

Let us return to the issue of uniqueness for the transmission problem \((T^-_\mu)\). Assume \((u_\pm, \pi_\pm)\) solves the homogenous version of \((T^-_\mu)\). Multiplying the version of (4.144) corresponding to the sign minus by \( \mu \) and subtracting it from the version of (4.144) corresponding to the sign plus and making use of the transmission conditions gives

\[
(1 - \mu)\left(\tfrac{1}{2} + \mu I + K^*_\lambda\right) \left(\frac{\partial_\lambda^\mu(u_+, \pi_+) + K^*_\lambda}{\partial_\lambda^\mu(u_-, \pi_-)}\right) = 0.
\] (5.58)

Since the operator \(\tfrac{1}{2} + \mu I + K^*_\lambda\) is invertible, it follows that \(\partial_\lambda^\mu(u_+, \pi_+) = 0 = \partial_\lambda^\mu(u_-, \pi_-)\). Now it follows from the uniqueness of the \(H^p\) Neumann problem that \(u_\pm\) and \(\pi_\pm\) are constant. This finishes the proof of (1) \(\Rightarrow\) (2).

To prove (2) \(\Rightarrow\) (1), assume the operators \(\pm \tfrac{1}{2} + \mu I + K^*_\lambda\) are invertible on \(H^p(\partial\Omega)\) for all \(\mu \in [0, 1]\) and for all \(p \in (p_0, p_1)\). To prove the operators \(\pm \tfrac{1}{2} + \mu I + K^*_\lambda\) are invertible on \(H^p(\partial\Omega)\) for all \(\mu \in [0, 1]\) and for all \(p \in (p_0, p_1)\), it is enough to prove that \((T^*_\mu)\) are well-posed for all \(\mu \in [0, 1]\) and for all \(p \in (p_0, p_1)\), and using a similar argument as before, this time we can reduce matters to the case when \(\bar{g} = 0\). We will focus on \((T^*_\mu)^*\), as the result for \((T^-_\mu)^*\) follows similarly.

Fix \(p \in (p_0, p_1)\). First, we claim that for \(\bar{f} \in H^p(\partial\Omega)\),

\[
\mathcal{D}_\lambda\left[(\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f}\right] = S\bar{f} \quad \text{in } \Omega_\pm.
\] (5.59)

To prove this identity, it is enough to consider the case when \(\bar{f} \in H^p(\partial\Omega) \cap L^2(\partial\Omega)\). Using the jump formula (4.43), it can be shown that the left and right sides of (5.47) are equivalent on the boundary. Since the boundary version of each side is a function in \(H^p(\partial\Omega) \cap L^2(\partial\Omega)\), it follows from the uniqueness for the \(L^2\) Regularity problem that the left and right sides of (5.59) differ only by a constant. Then since each expression decays at infinity, the identity must hold. Computing the appropriate conormal derivative for each side in (5.47) gives the useful boundary identity

\[
\partial_\lambda^\mu\left(\mathcal{D}_\lambda((\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f})\right) = (\pm \tfrac{1}{2} + I + K^*_\lambda)\bar{f} \quad \text{on } \partial\Omega.
\] (5.60)

Next, we claim that the functions

\[
\check{u}_\pm := \frac{1}{1 - \mu} \mathcal{D}_\lambda\left[(\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f}\right],
\] (5.61)

\[
\pi_\pm := \frac{1}{1 - \mu} \mathcal{P}_\lambda\left[(\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f}\right],
\] (5.62)

will satisfy \((T_\mu^*)^*\) (with \(\bar{g} = 0\), as agreed). On the boundary, we have

\[
\check{u}_\pm|_{\partial\Omega} = \frac{1}{1 - \mu} (\pm \tfrac{1}{2} + I + K^*_\lambda)(\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f} = \frac{1}{1 - \mu} (\pm \tfrac{1}{2} + I + K^*_\lambda)^{-1} S\bar{f},
\]

and so \(\check{u}_+|_{\partial\Omega} = \check{u}_-|_{\partial\Omega}\). Also, using (5.52) twice gives
\[
\left(\frac{1}{2} I + K_\lambda\right)^{-1} - \mu \left(\frac{1}{2} I + K_\lambda\right)^{-1} \left(-\frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda\right)^{-1} S \bar{f}
\]
\[
= \left(\frac{1}{2} I + K_\lambda\right)^{-1} \left(-\frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda\right)^{-1} \left(-\frac{1}{2} I + K_\lambda\right)^{-1} S \bar{f}
\]
\[
= \left(\frac{1}{2} I + K_\lambda\right)^{-1} \left(-\frac{1}{2} I + K_\lambda\right)^{-1} S \bar{f}
\]
\[
= \left(\left(-\frac{1}{2} I + K_\lambda\right)^{-1} - \left(\frac{1}{2} I + K_\lambda\right)^{-1}\right) S \bar{f}.
\]

(5.63)

Using (5.63) as well as the boundary identity (5.60), allows us to write

\[
\partial^\lambda_\nu (\bar{u}_+, \pi_+) - \mu \partial^\lambda_\nu (\bar{u}_+, \pi_+) = \partial^\lambda_\nu \left(D_\lambda \left((-\frac{1}{2} I + K_\lambda)^{-1} S \bar{f}\right), P_\lambda \left((-\frac{1}{2} I + K_\lambda)^{-1} S \bar{f}\right)\right)
\]
\[
- \partial^\lambda_\nu \left(D_\lambda \left((\frac{1}{2} I + K_\lambda)^{-1} S \bar{f}\right), P_\lambda \left((\frac{1}{2} I + K_\lambda)^{-1} S \bar{f}\right)\right)
\]
\[
= \left(\frac{1}{2} I + K_\lambda\right) \bar{f} - \left(-\frac{1}{2} I + K_\lambda\right) \bar{f} = \bar{f}.
\]

(5.64)

This proves the existence of a solution to the transmission problem \((T^\mu_+)^*\). To prove uniqueness, we will first establish uniqueness for the \(H^1_P\) Regularity problem (R). Assume \((\bar{u}_+, \pi_+)\) solves the homogeneous version of the \(H^1_P\) Regularity problem and define

\[
\bar{u}_- := D_\lambda \left[\left((-\frac{1}{2} I + K_\lambda)^{-1} - (\frac{1}{2} I + K_\lambda)^{-1}\right) S \left(\partial^\lambda_\nu (\bar{u}_+, \pi_+)\right)\right] \quad \text{in } \Omega_-,
\]

and

\[
\pi_- := P_\lambda \left[\left((-\frac{1}{2} I + K_\lambda)^{-1} - (\frac{1}{2} I + K_\lambda)^{-1}\right) S \left(\partial^\lambda_\nu (\bar{u}_+, \pi_+)\right)\right] \quad \text{in } \Omega_-.
\]

Arguing as above using the boundary identity (5.60), it follows that \(\partial^\lambda_\nu (\bar{u}_-, \pi_-) = \partial^\lambda_\nu (\bar{u}_+, \pi_+)\).

Then since \(\partial^\lambda_\nu (\bar{u}_-, \pi_-) = \partial^\lambda_\nu (\bar{u}_+, \pi_+)\) and \(\bar{u}_+|_{\partial \Omega} = 0\), using (4.143) gives

\[
\left(\frac{1}{2} I + K_\lambda\right)(\bar{u}_-|_{\partial \Omega}) = \left(-\frac{1}{2} I + K_\lambda\right)(\bar{u}_+|_{\partial \Omega}) = 0.
\]

(5.65)

Since \(\frac{1}{2} I + K_\lambda\) is invertible on \(H^1_P(\partial \Omega)\), we have that \(\bar{u}_-|_{\partial \Omega} = 0 = \bar{u}_+|_{\partial \Omega}\), and then it follows from Proposition 4.18 that \(\bar{u}_+\) and \(\pi_+\) must be constant.

Returning to the issue of uniqueness for \((T^\mu_+)^*\), assume \((\bar{u}_+, \pi_+)\) solves the homogeneous version of \((T^\mu_+)^*\). Multiplying the version of (4.143) corresponding to the sign minus by \(\mu\) and subtracting it from the version corresponding to the sign plus, and also making use of the transmission conditions, gives

\[
(1 - \mu)\left(-\frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda\right)(\bar{u}_+|_{\partial \Omega}) = 0.
\]

(5.66)

Since \(\frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda\) is invertible on \(H^1_P(\partial \Omega)\), we have that \(\bar{u}_+|_{\partial \Omega} = 0 = \bar{u}_-|_{\partial \Omega}\). Then from the uniqueness of the \(H^1_P\) Regularity problem, \(\bar{u}_\pm\) and \(\pi_\pm\) must be constant. This finishes the proof of the theorem.

We conclude this section with the following results.
Lemma 5.10 Let $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. Then there exists $\varepsilon > 0$ such that for $p \in (2 - \varepsilon, 2 + \varepsilon)$, the operator

$$S : L^p(\partial \Omega) \rightarrow \dot{L}^p_1(\partial \Omega),$$

is an isomorphism.

Proof. For $\lambda \in (-1, 1]$ fixed, define the operator $S^{-1} : \dot{L}^2_1(\partial \Omega) \rightarrow L^2(\partial \Omega)$ by

$$S^{-1} \vec{f} := (-\frac{1}{2} I + K_\lambda^*)^{-1} \left( \partial \nu^\lambda \left[ (\frac{1}{2} I + K_\lambda)^{-1} \vec{f} \right] \right),$$

Using (5.48) and (5.60), it can be shown that (5.68) is in fact the inverse of (5.67). □

Lemma 5.11 Let $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. If $\vec{u}$ and $\pi$ satisfy

$$\Delta \vec{u} = \nabla \pi, \quad \text{div} \ \vec{u} = 0 \quad \text{in} \ \Omega, \quad M(\nabla \vec{u}), M(\pi) \in L^2(\partial \Omega),$$

then there exists $\vec{f} \in L^2(\partial \Omega)$ and $\vec{c} \in \mathbb{R}^n$ such that $\vec{u} = S \vec{f} + \vec{c}$ in $\Omega$ and $\pi = Q \vec{f}$ in $\Omega$.

Proof. This follows from Lemma 5.10 and the uniqueness (modulo constants) of the Regularity problem. In particular, $\vec{u} = S(S^{-1}(\vec{u}|_{\partial \Omega})) + \vec{c}$ and $\pi = Q(S^{-1}(\vec{u}|_{\partial \Omega}))$. □

5.3 Inverting the double layer on $L^p$ for $p$ near 2 on bounded Lipschitz domains

We debut with a few preliminaries. Given a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$, $n \geq 2$, for each $k \in \mathbb{N}$ we set

$$R^k_{\partial \Omega} := \left\{ \sum_j c_j \chi_{\Sigma_j} : c_j \in \mathbb{R}^k \text{ and } \Sigma_j \text{ connected component of } \partial \Omega \right\},$$

$$R^k_{\partial \Omega^\pm} := \left\{ \sum_j c_j \chi_{\partial \Omega_j} : c_j \in \mathbb{R}^k \text{ and } \partial \Omega_j \text{ bounded connected component of } \Omega^\pm \right\},$$

$$R^k_{\Omega^\pm} := \left\{ \sum_j c_j \chi_{\Omega_j} : c_j \in \mathbb{R}^k \text{ and } \Omega_j \text{ bounded connected component of } \Omega^\pm \right\},$$

with the convention that, when $k = 1$, we agree to drop it as a superscript. In particular, we have

$$R^k_{\partial \Omega^\pm} \big|_{\partial \Omega} = (R^k_{\Omega^\pm})$$

and

$$R^k_{\partial \Omega} = R^k_{\partial \Omega^+} \oplus R^k_{\partial \Omega^-},$$

where the sum is direct but not orthogonal. For instance, we have
\[ [R_{\partial \Omega_+}]^\perp \cap R_{\partial \Omega_-} = \{0\} \quad \text{and} \quad [R_{\partial \Omega_-}]^\perp \cap R_{\partial \Omega_+} = \{0\}, \]  
where the orthogonal complements are taken in \( L^2(\partial \Omega) \). Let us also point out here that

\[ \dim R_{\Omega_+}^k = \dim R_{\partial \Omega_+}^k = k \cdot b_0, \quad \dim R_{\Omega_-}^k = \dim R_{\partial \Omega_-}^k = k \cdot b_{n-1}, \]  
(5.76)

where the Betti numbers \( b_0, b_{n-1} \) represent the number of bounded connected components of \( \Omega_+ \) and \( \Omega_- \), respectively. Therefore, the intuitive interpretation of \( b_{n-1} \) is the number of \( n \)-dimensional “holes” of \( \Omega_+ \).

**Lemma 5.12** Let \( \Omega \) be as above and fix \( \lambda \in \mathbb{R} \). Then the following identities hold:

\[ S(\nu \psi) = 0 \quad \text{in} \quad \Omega_\pm, \quad \forall \psi \in R_{\partial \Omega}, \]  
(5.77)

\[ S(\nu \psi) = 0 \quad \text{on} \quad \partial \Omega, \quad \forall \psi \in R_{\partial \Omega}, \]  
(5.78)

\[ K_\lambda^*(\nu \psi) = \mp \frac{1}{2} \nu \psi \quad \text{on} \quad \partial \Omega, \quad \forall \psi \in R_{\partial \Omega_\pm}. \]  
(5.79)

**Proof.** Let \( D \) be any bounded component of \( \Omega_+ \) or \( \Omega_- \). For every \( x \in \mathbb{R}^n \setminus \partial \Omega \) and \( 1 \leq j \leq n \), an integration by parts based on (4.29) gives

\[ (S(\nu \chi_{\partial D}))_j(x) = \int_{\partial D} E_{jk}(x-y) \nu_k(y) \, d\sigma(y) = -\int_D (\partial_{\nu} E_{jk})(x-y) \, dy = 0. \]  
(5.80)

Thus, from (5.80) and (5.74),

\[ S(\nu \chi_{\partial D}) = 0 \quad \text{in} \quad \Omega_\pm, \]  
(5.81)

which readily yields (5.77). This identity further yields (5.78) by taking boundary traces. Next, for any \( D \), bounded, connected component of either \( \Omega_+ \) or \( \Omega_- \),

\[ Q(\nu \chi_{\partial D})(x) = \int_{\partial D} (\partial_{\nu(y)} E_\Delta)(y-x) \, d\sigma(y) = \pm \chi_D(x), \quad \forall x \in \mathbb{R}^n \setminus \partial \Omega, \quad \text{if} \quad D \subset \Omega_\pm. \]  
(5.82)

In particular,

\[ \psi \in R_{\partial \Omega_+} \implies Q(\nu \psi) \bigg|_{\partial \Omega_+} = \psi \quad \text{and} \quad Q(\nu \psi) \bigg|_{\partial \Omega_-} = 0, \]  
\[ \psi \in R_{\partial \Omega_-} \implies Q(\nu \psi) \bigg|_{\partial \Omega_+} = 0 \quad \text{and} \quad Q(\nu \psi) \bigg|_{\partial \Omega_-} = -\psi. \]  
(5.83)

Consequently,
\[
(\mp \frac{1}{2}I + K^*_\lambda)(\nu \psi) = \partial^\lambda \left( S(\nu \psi)|_{\Omega_\pm}, Q(\nu \psi)|_{\Omega_\pm} \right) = \mp \nu \psi, \quad \forall \psi \in \mathbb{R}^{\partial \Omega_\pm}, \tag{5.84}
\]
which further entails (5.79).

We continue to introduce notation which will be useful hereafter. Let \( \Psi \) be the \( n(n+1)/2 \)-dimensional linear space of \( \mathbb{R}^n \)-valued functions \( \psi = (\psi_j)_{1 \leq j \leq n} \) defined in \( \mathbb{R}^n \) and satisfying
\[
\partial_j \psi_k + \partial_k \psi_j = 0, \quad 1 \leq j, k \leq n, \tag{5.85}
\]
and note that
\[
\Psi = \left\{ \psi(x) = Ax + \bar{a} : A, n \times n \text{ antisymmetric matrix, and } \bar{a} \in \mathbb{R}^n \right\}. \tag{5.86}
\]
Now let
\[
\Psi(\Omega_\pm) := \left\{ \sum_j (\psi_j|_{\Omega_j}) \chi_{\Omega_j} : \psi_j \in \Psi, \ \Omega_j \text{ bounded component of } \Omega_\pm \right\}. \tag{5.87}
\]
Then for \( \lambda \in (-1, 1] \), we can define
\[
\Psi^\lambda(\Omega_\pm) := \begin{cases} 
\mathbb{R}^n_{\Omega_\pm}, & |\lambda| < 1, \\
\Psi(\Omega_\pm), & \lambda = 1,
\end{cases} \tag{5.88}
\]
and
\[
\Psi^\lambda(\partial \Omega_\pm) := \Psi^\lambda(\Omega_\pm)|_{\partial \Omega_\pm}, \tag{5.89}
\]
so that
\[
\dim \Psi^\lambda(\partial \Omega_\pm) = \begin{cases} n \cdot b_0 \text{ if } |\lambda| < 1, \\
\frac{n(n+1)}{2} \cdot b_0 \text{ if } \lambda = 1,
\end{cases} \quad \dim \Psi^\lambda(\partial \Omega_-) = \begin{cases} n \cdot b_{n-1} \text{ if } |\lambda| < 1, \\
\frac{n(n+1)}{2} \cdot b_{n-1} \text{ if } \lambda = 1.
\end{cases} \tag{5.90}
\]
Finally, set
\[
\Psi^1(\partial \Omega) := \left\{ \sum_j (\psi_j|_{\Sigma_j}) \chi_{\Sigma_j} : \psi_j \in \Psi, \ \Sigma_j \text{ component of } \partial \Omega \right\}
\quad \text{and} \quad \Psi^\lambda(\partial \Omega) := \mathbb{R}^n_{\partial \Omega} \text{ if } |\lambda| < 1, \tag{5.91}
\]
which implies
\[
\dim \Psi^\lambda(\partial \Omega) = \begin{cases} n \cdot (b_0 + b_{n-1}) \text{ if } |\lambda| < 1, \\
\frac{n(n+1)}{2} \cdot (b_0 + b_{n-1}) \text{ if } \lambda = 1,
\end{cases} \tag{5.92}
\]
Lemma 5.13 If \( \Omega \) is as before, an alternate characterization of these spaces is

\[
\vec{u} \in \Psi^\lambda(\Omega_\pm) \iff \vec{u} \in \mathcal{C}^2(\Omega_\pm) \text{ and } A_\lambda(\nabla \vec{u}, \nabla \vec{u}) = 0 \text{ in } \Omega_\pm.
\] (5.93)

Furthermore,

\[
\vec{u}_\pm \in \Psi^\lambda(\Omega_\pm) \implies \Delta \vec{u}_\pm = 0 \text{ and } \text{div} \vec{u}_\pm = 0 \text{ in } \Omega_\pm.
\] (5.94)

In particular, for every \( \psi \in \Psi^\lambda(\Omega_\pm) \),

\[
(\psi, 0) \text{ solves the Stokes system in } \Omega_\pm \text{ and satisfies } \partial_\nu^\lambda(\psi, 0) = 0.
\] (5.95)

Conversely, if \( \vec{u}_\pm \) and \( \pi_\pm \) satisfy the Stokes system in \( \Omega_\pm \) and \( \vec{u}_\pm \in \Psi^\lambda(\Omega_\pm) \), then

\[
\pi_\pm \in \mathbb{R}_{\Omega_\pm} \text{ and } \partial_\nu^\lambda(\vec{u}_\pm, \pi_\pm) \in \nu \mathbb{R}_{\partial \Omega_\pm}.
\] (5.96)

Finally,

\[
D_\lambda(\psi_\pm|_{\partial \Omega}) = \pm \psi_\pm \text{ in } \Omega_\pm, \quad \forall \psi_\pm \in \Psi^\lambda(\Omega_\pm),
\] (5.97)

taking

\[
(\mp \frac{1}{2}I + K_\lambda)\psi_\pm = 0, \quad \forall \psi_\pm \in \Psi^\lambda(\partial \Omega_\pm).
\] (5.98)

Proof. To see this, first assume \( \psi_\pm \in \Psi^\lambda(\partial \Omega_\pm) \). Then \((\tilde{\psi}_\pm, 0)\) satisfies the Stokes system in \( \Omega_\pm \), where \( \tilde{\psi}_\pm \) denotes the natural extension of \( \psi_\pm \) to \( \Omega_\pm \). Then (5.97) follows by invoking (4.120), (5.96) and (5.77). Finally, (5.98) is a direct consequence of (5.97) and the trace formula (4.43). □

Given a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \) and \( p \in \left( \frac{n-1}{n}, \infty \right) \), set

\[
h^p_{\Psi^\lambda_\pm}(\partial \Omega) := \left\{ \vec{f} \in h^p(\partial \Omega) : \langle \vec{f}, \psi \rangle = 0, \forall \psi \in \Psi^\lambda(\partial \Omega_\pm) \right\},
\] (5.99)

\[
h^p_{\Psi^\lambda}(\partial \Omega) := \left\{ \vec{f} \in h^p(\partial \Omega) : \langle \vec{f}, \psi \rangle = 0, \forall \psi \in \Psi^\lambda(\partial \Omega) \right\}.
\] (5.100)

When \( 1 < p < \infty \), we shall write \( L^p_{\Psi^\lambda_\pm}(\partial \Omega) \) and \( L^p_{\Psi^\lambda}(\partial \Omega) \) in place of \( h^p_{\Psi^\lambda_\pm}(\partial \Omega) \) and \( h^p_{\Psi^\lambda}(\partial \Omega) \), respectively. For further use, we record here the following elementary lemma.

Lemma 5.14 Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain. Then

\[
\Psi^\lambda(\partial \Omega) = \Psi^\lambda(\partial \Omega_+) \oplus \Psi^\lambda(\partial \Omega_-)
\] (5.101)

where the sum is direct. In addition,
\( \nu \mathbb{R} \partial \Omega \hookrightarrow \left[ \Psi^\lambda(\partial \Omega) \right] \perp, \) \hspace{1cm} (5.102)

where the orthogonal complement is taken in \( L^2(\partial \Omega) \). Also, for every \( p \in (1, \infty) \),

\[ L^p_{\Psi^\lambda} (\partial \Omega) \hookrightarrow L^p_0(\partial \Omega) := \{ \vec{f} \in L^p(\partial \Omega) : \int_{\partial \Omega} \vec{f} \, d\sigma = 0 \}, \] \hspace{1cm} (5.103)

\[ \left[ \mathbb{R}^n_{\partial \Omega} \right] \perp \hookrightarrow \left[ \mathbb{R}^n_{\partial \Omega^\pm} \right] \perp \hookrightarrow L^p_0(\partial \Omega), \] \hspace{1cm} (5.104)

and

\[ \nu \mathbb{R} \partial \Omega \hookrightarrow L^p_0(\partial \Omega). \] \hspace{1cm} (5.105)

**Proof.** Consider the identity (5.101). In one direction, the right-to-left inclusion is a consequence of (5.74), (5.87), and (5.91). Since, by (5.90) and (5.92), the spaces whose equality we are trying to establish have the same (finite) dimension, there remains to show that the sum is direct. To this end, assume that \( \psi \in \Psi^\lambda(\partial \Omega^+) \cap \Psi^\lambda(\partial \Omega^-) \) is arbitrary, and denote by \( \psi^\pm \in \Psi^\lambda(\Omega^\pm) \) the natural extension of \( \psi \) in \( \Omega^\pm \). Now, if we set \( \tilde{\psi} := \psi^\pm \) in \( \Omega^\pm \), the fact that \( \psi^+|_{\partial \Omega} = \psi^-|_{\partial \Omega} \) ensures that (5.85) is satisfied by this function in \( \mathbb{R}^n \), in the sense of distributions. Hence, \( \tilde{\psi} \in \Psi \), and since it has compact support, \( \psi \) must vanish in \( \mathbb{R}^n \). This forces \( \psi = 0 \) on \( \partial \Omega \), finishing the proof of (5.101).

All the other formulas in the statement of the lemma follow more or less directly from definitions. The proof of the lemma is therefore complete. \( \square \)

Moving on, for each \( \vec{f} \in L^2(\partial \Omega) \), the functions

\[ \vec{u}^\pm(x) := \mathcal{S}\vec{f}(x), \quad \pi^\pm(x) := \mathcal{Q}\vec{f}(x), \quad x \in \Omega^\pm, \] \hspace{1cm} (5.106)

solve the Stokes system

\[ \Delta \vec{u}^\pm - \nabla \pi^\pm = 0, \quad \text{div} \vec{u}^\pm = 0 \quad \text{in} \quad \Omega^\pm, \] \hspace{1cm} (5.107)

and satisfy

\[ \| M(\nabla \vec{u}^\pm) \|_{L^2(\partial \Omega)} + \| M(\pi^\pm) \|_{L^p(\partial \Omega)} \leq C(\partial \Omega, p)\| \vec{f} \|_{L^2(\partial \Omega)}, \] \hspace{1cm} (5.108)

\[ |\vec{u}^-(x)| + |x| \left( |\nabla \vec{u}^-(x)| + |\pi^-(x)| \right) = O(|x|^{2-n}) \quad \text{as} \quad |x| \to \infty, \quad \text{if} \quad n \geq 3. \] \hspace{1cm} (5.109)

Moreover, if \( \int_{\partial \Omega} \vec{f} \, d\sigma = 0 \), then for any \( n \geq 2 \) the decay condition (5.109) improves to

\[ |\vec{u}^-(x)| + |x| \left( |\nabla \vec{u}^-(x)| + |\pi^-(x)| \right) = O(|x|^{1-n}) \quad \text{as} \quad |x| \to \infty. \] \hspace{1cm} (5.110)

Consequently, Green’s formula (4.6) gives
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\[ \int_{\Omega} \langle A_{\lambda} \nabla \bar{u}, \nabla \bar{u} \rangle \, dx = \int_{\partial \Omega} \left( \tilde{S} \tilde{f}, \left( -\frac{1}{2} I + K_{\lambda}^{*} \right) \tilde{f} \right) \, d\sigma, \quad (5.111) \]

and if either \( n \geq 3 \) or \( \int_{\partial \Omega} \tilde{f} \, d\sigma = 0 \),

\[ \int_{\Omega} \langle A_{\lambda} \nabla \bar{u}, \nabla \bar{u} \rangle \, dx = -\int_{\partial \Omega} \left( \tilde{S} \tilde{f}, \left( \frac{1}{2} I + K_{\lambda}^{*} \right) \tilde{f} \right) \, d\sigma. \quad (5.112) \]

For each \( p \in \left( \frac{n-1}{n}, \infty \right) \), set

\[ h_{1, \nu_{\pm}}^{p} (\partial \Omega) := \left\{ \tilde{f} \in h_{1}^{p} (\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu_{\partial \Omega, \pm} \right\}, \quad (5.113) \]

and

\[ h_{1, \nu}^{p} (\partial \Omega) := \left\{ \tilde{f} \in h_{1}^{p} (\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu_{\partial \Omega} \right\}, \quad (5.114) \]

with the convention that, when \( 1 < p < \infty \), we shall write \( L_{1, \nu_{\pm}}^{p} (\partial \Omega) \) in place of \( h_{1, \nu_{\pm}}^{p} (\partial \Omega) \). For \( 1 < p < \infty \), let us also define

\[ L_{\nu_{\pm}}^{p} (\partial \Omega) := \left\{ \tilde{f} \in L_{p}^{\nu} (\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu_{\partial \Omega, \pm} \right\}, \quad (5.115) \]

and

\[ L_{\nu}^{p} (\partial \Omega) := \left\{ \tilde{f} \in L_{p}^{\nu} (\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu_{\partial \Omega} \right\}. \quad (5.116) \]

We can also prove the following.

**Lemma 5.15** For any \( \lambda \in (-1, 1] \) and \( p \in (1, \infty) \),

\[ \Psi^{\lambda} (\partial \Omega_{+}) \oplus \Psi^{\lambda} (\partial \Omega_{-}) = \Psi^{\lambda} (\partial \Omega) \hookrightarrow L_{1, \nu}^{p} (\partial \Omega) \hookrightarrow L_{1, \nu_{\pm}}^{p} (\partial \Omega). \quad (5.117) \]

Also, if \( 1 < p, p' < \infty \) satisfy \( 1/p + 1/p' = 1 \), then

\[ \left( L_{\nu_{\pm}}^{p} (\partial \Omega)/\nu_{\partial \Omega, \pm} \right)^{*} = L_{\nu_{\pm}}^{p'} (\partial \Omega)/\Psi^{\lambda} (\partial \Omega_{\pm}). \quad (5.118) \]

**Proof.** This can then be easily checked from definitions with the help of the general formula

\[ \left( \frac{Y_{1}}{Y_{2}} \right)^{*} = \frac{Y_{2}^{\perp}}{Y_{1}^{\perp}}, \quad (5.119) \]

whenever \( X \) is a Banach space, \( 0 \hookrightarrow Y_{2} \hookrightarrow Y_{1} \hookrightarrow X \) are closed subspaces, and we have set \( Y_{j}^{\perp} := \{ \Lambda \in X^{*} : \Lambda(y) = 0, \forall y \in Y_{j} \}, j = 1, 2 \).

Finally, we are ready to state our next result. Before doing so, denote by \( \text{Ker} (T : A \to B) \) the null-space of a linear operator \( T \) from \( A \) into \( B \).
Proposition 5.16 Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \). Then for each \( \gamma \in \mathbb{R} \setminus \left(-\frac{1}{2}, \frac{1}{2}\right) \) and \( \lambda \in (-1, 1] \), the operators

\[
\gamma I + K_\lambda^* : L^2(\partial \Omega) \longrightarrow L^2(\partial \Omega),
\]

and

\[
\gamma I + K_\lambda : L^1_1(\partial \Omega) \longrightarrow L^1_1(\partial \Omega),
\]

are injective. Moreover, if \( -1 < \lambda \leq 1 \), the operators

\[
\pm \frac{1}{2} I + K_\lambda^* : L^2_\psi(\partial \Omega)/\nu_{\mathbb{R}\partial \Omega^\pm} \longrightarrow L^2_\psi(\partial \Omega)/\nu_{\mathbb{R}\partial \Omega^\pm},
\]

as well as

\[
\pm \frac{1}{2} I + K_\lambda : L^2_\nu(\partial \Omega)/\Psi^\lambda(\partial \Omega^\pm) \longrightarrow L^2_\nu(\partial \Omega)/\Psi^\lambda(\partial \Omega^\pm),
\]

are well-defined and injective. In addition,

\[
\text{Ker} \left( \pm \frac{1}{2} I + K_\lambda : L^2_\nu(\partial \Omega) \rightarrow L^2_\nu(\partial \Omega) \right) = \Psi^\lambda(\partial \Omega^\pm),
\]

\[
\text{Ker} \left( \pm \frac{1}{2} I + K_\lambda : L^2_\nu(\partial \Omega) \rightarrow L^2_\nu(\partial \Omega) \right) = \Psi^\lambda(\partial \Omega^\pm),
\]

\[
\text{Ker} \left( \pm \frac{1}{2} I + K_\lambda^* : L^2_\Phi(\partial \Omega) \rightarrow L^2_\Phi(\partial \Omega) \right) = \nu_{\mathbb{R}\partial \Omega^\pm}.
\]

Finally,

\[
\text{Ker} \left( S : L^2(\partial \Omega) \rightarrow L^2_1(\partial \Omega) \right) = \begin{cases} 
\nu_{\mathbb{R}\partial \Omega} & \text{if } n \geq 3, \\
\nu_{\mathbb{R}\partial \Omega} \oplus \mathcal{W} & \text{if } n = 2,
\end{cases}
\]

where, for \( n = 2 \),

\[
\mathcal{W} := \{ \bar{f} \in L^2_\nu(\partial \Omega) : S \bar{f} = 0 \text{ on } \partial \Omega, \text{ and } Q \bar{f} = 0 \text{ in } \Omega_+ \}
\]

also satisfies

\[
\dim \mathcal{W} \leq 2.
\]

Proof. Fix \( \gamma \in \mathbb{R}, |\gamma| > \frac{1}{2}, -1 \leq \lambda \leq 1 \), and assume that \( \bar{f} \in L^2(\partial \Omega) \) is such that \( (\gamma I + K_\lambda^*)\bar{f} = 0 \). Also, let \((\bar{u}_\pm, \pi_\pm)\) be as in (5.106) and define \( \bar{u}, \pi \) in \( \mathbb{R}^n \) as in (4.152). Since \( \bar{u}_+|_{\partial \Omega} = \bar{u}_-|_{\partial \Omega} \), it follows that
\[ u \in W^{1,2}_{\text{loc}}(\mathbb{R}^n). \]  

(5.131)

Next, based on Green’s formula (4.6), for each \( \vec{c} \in \mathbb{R}^n \) we may write

\[
\begin{align*}
(\gamma + \frac{1}{2}) \langle \int_{\partial \Omega} \tilde{f} d\sigma, \vec{c} \rangle &= (\gamma + \frac{1}{2}) \int_{\partial \Omega} \langle \tilde{f}, \vec{c} \rangle d\sigma = -\int_{\partial \Omega} \langle (-\frac{1}{2}I + K_\lambda^*) \tilde{f}, \vec{c} \rangle d\sigma \\
&= -\int_{\partial \Omega} \langle \partial_\nu (S\tilde{f}, Q\tilde{f}), \vec{c} \rangle d\sigma \\
&= -\int_{\partial \Omega} \langle \Delta \tilde{u} - \nabla \pi, \vec{c} \rangle - \int_{\Omega} A_\lambda (\nabla \tilde{u}, \nabla \vec{c}) - \int_{\Omega} \pi \text{div} \vec{c} \\
&= 0,
\end{align*}
\]

(5.132)

which shows that \( \tilde{f} \in L^2_0(\partial \Omega) \). In particular, the improved decay condition (5.110) holds which allow us to write

\[
\begin{align*}
\int_{\mathbb{R}^n} A_\lambda (\nabla \tilde{u}, \nabla \tilde{u}) dx &= 0,
\end{align*}
\]

(5.134)

Consequently,

\[
\begin{align*}
\int_{\mathbb{R}^n} A_\lambda (\nabla \tilde{u}, \nabla \tilde{u}) dx &= 0,
\end{align*}
\]

(5.135)

since \(-\gamma - \frac{1}{2}\) and \(-\gamma + \frac{1}{2}\) have the same sign and the integrands in the last line of (5.133) are nonnegative. Next, pick a function \( \psi \in C_0^\infty(\mathbb{R}^n) \) which is identically one in a neighborhood of the origin and set \( \psi_j(x) := \psi(x/j), j \in \mathbb{N} \). We have

\[
\begin{align*}
\lim_{j \to \infty} \int_{\mathbb{R}^n} A_\lambda (\nabla (\psi_j \tilde{u}), \nabla (\psi_j \tilde{u})) dx &= \lim_{j \to \infty} \int_{\mathbb{R}^n} \psi_j^2 A_\lambda (\nabla \tilde{u}, \nabla \tilde{u}) dx \\
&\quad + \lim_{j \to \infty} \int_{\mathbb{R}^n} O \left( |\psi_j| |\nabla \psi_j||\tilde{u}||\nabla \tilde{u}| + |\nabla \psi_j|^2 |\tilde{u}|^2 \right) dx \\
&= 0,
\end{align*}
\]

(5.136)

thanks to (5.134) and the improved decay of \( \tilde{u} \) at infinity. Since, by (5.131), \( \psi_j u \in W^{1,2}(\mathbb{R}^n) \), Plancherel’s formula (used twice) along with (4.18) then give

\[
\begin{align*}
0 &= \lim_{j \to \infty} \int_{\mathbb{R}^n} A_\lambda (\nabla (\psi_j \tilde{u}), \nabla (\psi_j \tilde{u})) dx \\
&\geq \kappa \lim_{j \to \infty} \int_{\mathbb{R}^n} |\nabla (\psi_j \tilde{u})|^2 dx \\
&= \kappa \int_{\mathbb{R}^n} |\nabla \tilde{u}|^2 dx.
\end{align*}
\]

(5.136)
Thus, \( \bar{u} \) is a constant in \( \mathbb{R}^n \) and decays at infinity, hence ultimately \( \bar{u} = 0 \) in \( \mathbb{R}^n \). In turn, this forces \( \pi_\pm \in \mathbb{R}_{\Omega_\pm} \), prompting the conclusion that

\[
\hat{f} = \partial_v^+ (\bar{u}_-, \pi_-) - \partial_v^+ (\bar{u}_+, \pi_+) = \nu (\pi_+ - \pi_-) \in \nu \mathbb{R}_{\partial \Omega}.
\]  

(5.137)

Now, from (5.137), (5.79) and assumptions, we get

\[
0 = (\gamma I + K) \hat{f} = (\gamma I + K^*) (\nu \pi_+) - (\gamma I + K^*) (\nu \pi_-) = (\gamma - \frac{1}{2}) (\nu \pi_+) - (\gamma + \frac{1}{2}) (\nu \pi_-). \]  

(5.138)

Thus, \( \pi_+ \) is a multiple of \( \pi_- \), and so (5.137) implies \( \hat{f} \in \nu \mathbb{R}_{\partial \Omega_\pm} \cap \nu \mathbb{R}_{\partial \Omega_-} \). Then \( \hat{f} = 0 \), as wanted. This finishes the proof of the fact that the operator (5.120) is injective.

To see that the operator (5.121) is also injective, assume \( \hat{f} \in L^2 (\partial \Omega) \) is such that \( (\gamma I + K) \hat{f} = 0 \). Let \( \bar{u}_\pm = D \lambda \hat{f} \) in \( \Omega_\pm \) and \( \pi_\pm = P \lambda \hat{f} \) in \( \Omega_\pm \). In particular,

\[
|\bar{u}_-(x)| = O(|x|^{1-n}) \text{ and } |\nabla \bar{u}_-(x)| + |\pi_-(x)| = O(|x|^{-n}), \text{ as } |x| \to \infty.
\]  

(5.139)

which ensures that the integration by parts formula (4.6) works in \( \Omega_\pm \) to yield

\[
0 = \int_{\partial \Omega} \langle (\gamma I + K) \hat{f}, \partial_v^+ (D \lambda \hat{f}, P \lambda \hat{f}) \rangle \, d\sigma
\]

\[
= \int_{\partial \Omega} \langle (\gamma + \frac{1}{2}) (\frac{1}{2} I + K) \hat{f} + (-\gamma + \frac{1}{2}) (-\frac{1}{2} I + K) \hat{f}, \partial_v^+ (D \lambda \hat{f}, P \lambda \hat{f}) \rangle \, d\sigma
\]

\[
= (\gamma + \frac{1}{2}) \int_{\Omega_+} A^\lambda (\nabla \bar{u}_+, \nabla \bar{u}_+) \, dx + (\gamma - \frac{1}{2}) \int_{\Omega_-} A^\lambda (\nabla \bar{u}_-, \nabla \bar{u}_-) \, dx.
\]  

(5.140)

Since \( \gamma + \frac{1}{2} \) and \( \gamma - \frac{1}{2} \) have the same sign, it follows from (5.93) that \( \bar{u}_\pm \in \Psi^\lambda (\Omega_\pm) \) and therefore \( \bar{u}_\pm |_{\partial \Omega} = \psi_\pm \) for some \( \psi_\pm \in \Psi^\lambda (\partial \Omega_\pm) \). Then applying (5.98) gives

\[
0 = (\gamma I + K) \hat{f} = (\gamma I + K) \psi_+ - (\gamma I + K) \psi_- = (\gamma + \frac{1}{2}) \psi_+ - (\gamma - \frac{1}{2}) \psi_-. \]  

(5.141)

This implies that \( \psi_+ \) is a multiple of \( \psi_- \), and hence \( \hat{f} \in \Psi^\lambda (\partial \Omega_+) \cap \Psi^\lambda (\partial \Omega_-) = \{0\} \).

Turning our attention to the operators in (5.122), we note that these are well-defined since

\[
\left( \pm \frac{1}{2} I + K^* \right) (\nu \varphi_\pm) = 0, \quad \forall \varphi_\pm \in \mathbb{R}_{\partial \Omega_\pm},
\]  

(5.142)

and, as a simple application of Green’s formula (applied in the bounded components of \( \Omega_\pm \)) shows,

\[
\left( \pm \frac{1}{2} I + K^* \right) L^2 (\partial \Omega) \subseteq L^2_{\Psi^\lambda_\pm} (\partial \Omega).
\]  

(5.143)
Consider next \( \tilde{f} \in L^2_{\Psi^+}(\partial\Omega) \) such that \((-\frac{1}{2}I + K_\lambda)\tilde{f} = \nu\varphi \), for some \( \varphi \in \mathbb{R}_{\partial \Omega_-} \). Our goal is to show that \( \tilde{f} \in \nu \mathbb{R}_{\partial \Omega_-} \). To get started, we note that \( \tilde{f} \in L^2_0(\partial\Omega) \), thanks to (5.105). In turn, the fact that \( \tilde{f} \) has vanishing moment ensures that if \( \tilde{u}_\pm, \pi_\pm \) are as in (5.106) then (5.110) – and, hence, (5.112) – holds. Then

\[
\int_{\Omega_+} A_\lambda(\nabla \tilde{u}_+, \nabla \tilde{u}_+) \, dx = \int_{\partial\Omega} \langle S\tilde{f}, (\frac{1}{2}I + K_\lambda)\tilde{f} \rangle \, d\sigma = \int_{\partial\Omega} \langle S\tilde{f}, \nu \varphi \rangle \, d\sigma = 0. \tag{5.144}
\]

Thus from (5.93), \( \tilde{u}_+ \in \Psi^\lambda(\Omega_+) \). This implies \( S\tilde{f} = \tilde{u}_+ \big|_{\partial\Omega} \in \Psi^\lambda(\partial\Omega_+) \) hence, from orthogonality considerations,

\[
0 = \int_{\partial\Omega} \langle \tilde{f}, S\tilde{f} \rangle \, d\sigma = \int_{\partial\Omega} \langle (\frac{1}{2}I + K_\lambda)\tilde{f}, S\tilde{f} \rangle \, d\sigma = \int_{\Omega_-} A_\lambda(\nabla \tilde{u}_-, \nabla \tilde{u}_-) \, dx. \tag{5.145}
\]

From (5.93), \( \tilde{u}_- \in \Psi^\lambda(\Omega_-) \), and in particular, this implies that \( \tilde{u}_- \) is harmonic in \( \Omega_- \). Thus \( \pi_- \) must be locally constant in \( \Omega_- \) and vanish in the unbounded component of \( \Omega_- \). In other words, \( \pi_- \in \mathbb{R}_{\Omega_-} \) and, as a result, we have

\[
\tilde{f} = (\frac{1}{2}I + K_\lambda)\tilde{f} - (-\frac{1}{2}I + K_\lambda)\tilde{f} = \partial_\nu^\lambda(\tilde{u}_-, \pi_-) - \nu \varphi = -\nu[(\pi_-|_{\partial\Omega}) + \varphi] \in \nu \mathbb{R}_{\partial \Omega_-}. \tag{5.146}
\]

We also need to show that if \( \tilde{f} \in L^2_{\Psi^\lambda}(\partial\Omega) \) is such that \( (\frac{1}{2}I + K_\lambda)\tilde{f} = \nu \varphi \) for some \( \varphi \in \mathbb{R}_{\partial \Omega_+} \), then necessarily \( \tilde{f} \in \nu \mathbb{R}_{\partial \Omega_+} \). To this end, observe that \( \tilde{f} = \nu \varphi - (\frac{1}{2}I + K_\lambda)\tilde{f} \in L^2_0(\partial\Omega) \) by (5.143) and (5.105). With this in hand, the proof is carried out much as before.

Next, the operators in (5.124) are well-defined due to (5.98) and the fact that (as it can be checked using Green’s formula in the bounded components of \( \Omega_\pm \))

\[
(\pm \frac{1}{2}I + K_\lambda)L^2_1(\partial\Omega) \subseteq L^2_{1, \nu}(\partial\Omega). \tag{5.147}
\]

To see that these operators are injective, we will first show that

\[
\tilde{f} \in L^2_{1, \nu}(\partial\Omega) \quad \text{and} \quad (\frac{1}{2}I + K_\lambda)\tilde{f} = \Psi^\lambda(\partial\Omega_+) \quad \Longrightarrow \quad \tilde{f} = \Psi^\lambda(\partial\Omega_+). \tag{5.148}
\]

To see this, let \( \psi := (\frac{1}{2}I + K_\lambda)\tilde{f} \in \Psi^\lambda(\partial\Omega_+) \) and let \( \tilde{u}_\pm = D_\lambda \tilde{f} \) in \( \Omega_\pm \) and \( \pi_\pm = P_\lambda \tilde{f} \) in \( \Omega_\pm \). Then (5.139) holds and (4.6) gives

\[
\int_{\Omega_-} A_\lambda(\nabla \tilde{u}_-, \nabla \tilde{u}_-) \, dx = -\int_{\partial\Omega} \langle \psi, \partial_\nu^\lambda(\tilde{u}_-, \pi_-) \rangle \, d\sigma
\]

\[
= -\int_{\partial\Omega} \langle \psi, \partial_\nu^\lambda(\tilde{u}_+, \pi_+) \rangle \, d\sigma = -\int_{\partial\Omega} \langle u_+, \partial_\nu^\lambda(\tilde{\psi}, 0) \rangle \, d\sigma = 0, \tag{5.149}
\]

where \( \tilde{\psi} \) denotes the extension of \( \psi \in \Psi^\lambda(\partial\Omega_+) \) into \( \Omega_+ \). It follows that \( \tilde{u}_- \in \Psi^\lambda(\Omega_-) \), and therefore, \( \partial_\nu^\lambda(\tilde{u}_+, \pi_+) = \partial_\nu^\lambda(\tilde{u}_-, \pi_-) = -\nu \pi_- \in \nu \mathbb{R}_{\partial \Omega_-} \). Then
\[ \int_{\Omega_+} A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_+) \, dx = - \int_{\partial \Omega} \langle u_+, \partial_\nu^\lambda(\bar{u}_+, \pi_+) \rangle \, d\sigma = \int_{\partial \Omega} \langle \psi + \tilde{f}, \nu \pi_- \rangle \, d\sigma = 0, \quad (5.150) \]

since \( \pi_- \in \mathbb{R}_{\partial \Omega_-} \) and \( \psi, \tilde{f} \in L^2_{\nu_{\partial \Omega_-}}(\partial \Omega) \). Thus \( \bar{u}_+ \in \Psi^\lambda(\Omega_+) \), and so \( \tilde{f} = \bar{u}_+ |_{\partial \Omega} - \psi \in \Psi^\lambda(\partial \Omega_+) \).

In a similar fashion, we can also show that \( \tilde{f} \in L^2_{\nu_{\partial \Omega}}(\partial \Omega) \) and \( \frac{1}{2} I + K_\lambda \tilde{f} \in \Psi^\lambda(\partial \Omega_-) \implies \tilde{f} \in \Psi^\lambda(\partial \Omega_-) \). \quad (5.151)

Here we only wish to remark that in place of (5.149) we write

\[ \int_{\Omega_-} A_\lambda(\nabla \bar{u}_-, \nabla \bar{u}_-) \, dx = \int_{\partial \Omega} \langle \psi, \partial_\nu^\lambda(\bar{u}_-, \pi_-) \rangle \, d\sigma = \int_{\partial \Omega} \langle u_-, \partial_\nu^\lambda(\tilde{\psi}, 0) \rangle \, d\sigma = 0, \quad (5.152) \]

where \( \tilde{\psi} \in \Psi^\lambda(\Omega_-) \) is such that \( \tilde{\psi}|_{\partial \Omega} = \psi := (\frac{1}{2} I + K_\lambda)\tilde{f} \). The fact that there are no decay problems when using (4.7) in the next-to-last equality above is ensured by the fact that \( \tilde{\psi} \) has, as any field in \( \Psi^\lambda(\Omega_-) \), compact support. This finishes the proof of the claim made about the operators in (5.124).

Consider next (5.125). For this, the right-to-left inclusion has been already established in (5.98) (here (5.117) is also used), whereas the the opposite inclusion can be read off (5.148) and (5.151). Once (5.125) has been established, (5.126) follows from Lemma 11.40 in the Appendix, granted that

\[ \pm \frac{1}{2} I + K_\lambda \text{ are Fredholm with index zero on } L^2(\partial \Omega) \text{ and } L^2_1(\partial \Omega). \quad (5.153) \]

However, this is proved in (5.166) and (5.168) below, independently of the current considerations. This finishes the proof of (5.126). As for (5.127), the right-to-left inclusion is a consequence of (5.79), while the left-to-right inclusion is implicit in the arguments just below (5.143) and (5.146). Finally, to prove (5.128), consider first the case when \( n \geq 3 \). Then the right-to-left inclusion is contained in (5.78). To justify the remaining inclusion, assume that \( \tilde{f} \in L^2(\partial \Omega) \) is such that \( S\tilde{f} = 0 \). Consider the functions \( \tilde{u}_\pm := S\tilde{f} \) in \( \Omega_\pm \) and \( \pi_\pm := Q\tilde{f} \) in \( \Omega_\pm \). Then from (4.6),

\[ \int_{\Omega_\pm} A_\lambda(\nabla \tilde{u}_\pm, \nabla \tilde{u}_\pm) \, dx = \pm \int_{\partial \Omega} \langle S\tilde{f}, \partial_\nu^\lambda(\tilde{u}_\pm, \pi_\pm) \rangle \, d\sigma = 0. \quad (5.154) \]

Then \( \tilde{u}_\pm \in \Psi^\lambda(\Omega_\pm) \), which implies that \( \Delta \tilde{u}_\pm = 0 \) in \( \Omega_\pm \), and so \( \pi_\pm \) must be locally constant. Furthermore, we have

\[ \tilde{f} = \partial_\nu^\lambda(\bar{u}_-, \pi_-) - \partial_\nu^\lambda(\bar{u}_+, \pi_+) = \nu(\pi_+ - \pi_-) \in \nu \mathbb{R}_{\partial \Omega}, \quad (5.155) \]
which proves (5.128) when \( n \geq 3 \).

There remains to consider the case when \( n = 2 \), in which situation it may happen that there exist vector fields in \( L^2(\partial \Omega) \) which do not belong to \( \nu \mathbb{R}_{\partial \Omega} \), and yet are sent to zero by \( S \). For example, if \( \Omega = B(0, \sqrt{e}) \) in \( \mathbb{R}^2 \), then \( S \mathbf{e}_j = 0 \) for \( j = 1, 2 \); see, e.g., [62], p. 98. Nonetheless, any nonzero vector field \( \bar{f} \in \mathcal{W} \) necessarily satisfies \( \int_{\partial \Omega} \bar{f} \, d\sigma \neq 0 \), otherwise the argument in the previous paragraph (in which we take into account that \( \pi_+ = Q\bar{f} = 0 \) in \( \Omega_+ \)) places it in \( \nu \mathbb{R}_{\partial \Omega} \), thus forcing \( \bar{f} = 0 \), from orthogonality considerations. This argument shows that the linear mapping \( \mathcal{W} \ni \bar{v} \mapsto \int_{\partial \Omega} \bar{v} \, d\sigma \in \mathbb{R}^2 \) is injective. Hence, \( \dim \mathcal{W} \leq 2 \), proving (5.130).

As for (5.128) when \( n = 2 \), the right-to-left inclusion is clear from (5.129) and (5.78). To prove the opposite inclusion, assume that \( \bar{f} \in L^2(\partial \Omega) \) is such that \( S\bar{f} = 0 \) on \( \partial \Omega \), and set \( \bar{u} := S\bar{f} \), \( \pi := Q\bar{f} \) in \( \Omega_+ \). Then \( \int_{\partial \Omega} A_\lambda(\nabla \bar{u}, \nabla \bar{u}) \, dx = \int_{\partial \Omega} (\partial_\lambda^\ast (\bar{u}, \pi), \bar{u}) \, d\sigma = 0 \), since \( \bar{u}|_{\partial \Omega} = 0 \). Consequently, \( \bar{u} \in \Psi^\lambda(\Omega_+) \) hence, \( \pi \in \mathbb{R}_{\partial \Omega} \) by Lemma 5.13. This shows that for every connected component \( \mathcal{O}_j \) of \( \Omega_+ \), there exists a constant \( c_j \in \mathbb{R} \) with the property that \( Q\bar{f}|_{\mathcal{O}_j} \equiv c_j \). If we now set

\[
\bar{g} := \left( \sum_{j=1}^{b_0} c_j \chi_{\mathcal{O}_j} \right) \nu \in \nu \mathbb{R}_{\partial \Omega}, \quad \text{such that} \quad \nu \mathbb{R}_{\partial \Omega} \hookrightarrow \text{Ker}(S : L^2(\partial \Omega) \rightarrow L^2_1(\partial \Omega)),
\]

then, by (5.82),

\[
Q\bar{g} = \sum_j c_j \chi_{\mathcal{O}_j} = Q\bar{f} \quad \text{in} \quad \Omega_+.
\]

As a consequence, if \( \bar{h} \in \nu \mathbb{R}_{\partial \Omega} \) denotes the projection of \( \bar{f} - \bar{g} \) onto \( \nu \mathbb{R}_{\partial \Omega} \), we may write \( \bar{f} = (\bar{f} - \bar{g} - \bar{h}) + (\bar{g} + \bar{h}) \), with \( \bar{g} + \bar{h} \in \nu \mathbb{R}_{\partial \Omega} \oplus \nu \mathbb{R}_{\partial \Omega} = \mathbb{R}_{\partial \Omega} \) and \( \bar{f} - \bar{g} - \bar{h} \in \mathcal{W} \), by (5.157), (5.82) and (5.78). We are therefore left with showing that \( \mathcal{W} \cap \nu \mathbb{R}_{\partial \Omega} = 0 \). Indeed, if \( \varphi \in \mathbb{R}_{\partial \Omega} \) are such that \( Q(\nu \varphi_+ + \nu \varphi_-) = 0 \) in \( \Omega_+ \), then (5.82) shows that \( \varphi_+ = 0 \). Thus, if \( \nu \varphi_+ + \nu \varphi_- \in \mathcal{W} \hookrightarrow L^2_2(\partial \Omega) \) to begin with, then necessarily \( \varphi_- = 0 \), and the desired conclusion follows. This last step finishes the proof of (5.128), and concludes the proof of the proposition.

We continue the discussion of the operators in question with the following results.

**Theorem 5.17** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain. Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) with the property that for each \( p \in (2 - \varepsilon, 2 + \varepsilon) \) the following statements are true. First, the operators

\[
\gamma I + K_\lambda, \quad \gamma I + K_\lambda^\ast : L^p(\partial \Omega) \longrightarrow L^p(\partial \Omega),
\]

\[
\gamma I + K_\lambda : L^p_1(\partial \Omega) \longrightarrow L^p_1(\partial \Omega),
\]

are invertible whenever \( \lambda \in (-1, 1) \) and \( \gamma \in \mathbb{R} \setminus [-\frac{1}{2}, \frac{1}{2}] \). Second, the operators

\[
\pm \frac{1}{2} I + K_\lambda : L^p_\Psi(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega} \longrightarrow L^p_\Psi(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega},
\]

along with
Combining (5.163) and Corollary 5.5 then gives

\[ \pm \frac{1}{2} I + K_\lambda : L^p_{1,\nu \pm} (\partial \Omega) / \Psi^\lambda (\partial \Omega^\mp) \to L^p_{1,\nu \pm} (\partial \Omega) / \Psi^\lambda (\partial \Omega^\mp), \]  
(5.161)

\[ \pm \frac{1}{2} I + K_\lambda : L^p_{\nu \pm} (\partial \Omega) / \Psi^\lambda (\partial \Omega^\mp) \to L^p_{\nu \pm} (\partial \Omega) / \Psi^\lambda (\partial \Omega^\mp) \]  
(5.162)

are also invertible whenever \( \lambda \in (-1, 1] \).

**Proof.** From known stability results, it suffices to deal with the case \( p = 2 \) only. In this scenario, pick a vector field \( \vec{h} \in C_0^\infty (\mathbb{R}^n) \) with \( \langle \vec{h}, \nu \rangle \geq \kappa \) a.e. on \( \partial \Omega \), for some \( \kappa = \kappa (\partial \Omega) > 0 \). Fix \( \tilde{f} \in L^2 (\partial \Omega) \) and consider \( \vec{u}_\pm = \Psi \tilde{f}, \pi_\pm = Q \tilde{f} \) in \( \Omega \). Switching the roles of \( \vec{u}_+ \) and \( \vec{u}_- \) in Corollary 5.6 and choosing \( \mu = 0 \) gives

\[ \| \nabla \vec{u}_- \|_{L^2(\partial \Omega)} \leq C \| \nabla \tan \vec{u}_- \|_{L^2(\partial \Omega)} + C \| \nabla \Psi \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} + \| Q \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} \]

\[ = C \| \nabla \tan \vec{u}_+ \|_{L^2(\partial \Omega)} + C \| \nabla \Psi \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} + C \| Q \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} \]  
(5.163)

Combining (5.163) and Corollary 5.5 then gives

\[ \| \tilde{f} \|_{L^2(\partial \Omega)} = \| \partial \nu (\vec{u}_-, \pi_-) - \partial \nu (\vec{u}_+, \pi_+) \|_{L^2(\partial \Omega)} \]

\[ \leq C \| \nabla \vec{u}_+ \|_{L^2(\partial \Omega)} + C \| \nabla \vec{u}_- \|_{L^2(\partial \Omega)} \]

\[ \leq C \| \nabla \vec{u}_+ \|_{L^2(\partial \Omega)} + C \| \nabla \Psi \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} + C \| Q \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} \]

\[ \leq C \left( \frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda \right) \tilde{f} \|_{L^2(\partial \Omega)} + C \| \nabla \Psi \tilde{f} \|_{L^2(\Omega_+ \cap \Omega_D)} + C \| Q \tilde{f} \|_{L^2(\Omega_+ \cap \Omega_D)} \]

\[ + C \| \nabla \Psi \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} + C \| Q \tilde{f} \|_{L^2(\Omega_- \cap \Omega_D)} \]  
(5.164)

Since (5.164) holds for each \( \mu \in [0, 1) \) and the operators

\[ \nabla \Psi, \; Q : L^2 (\partial \Omega) \to L^2 (\Omega_\pm \cap \Omega_D) \]  
(5.165)

are compact, the homotopic invariance of the index then proves

\[ \gamma I + K_\lambda^*: L^p (\partial \Omega) \to L^p (\partial \Omega) \]

is Fredholm with index zero whenever \( 2 - \varepsilon < p < 2 + \varepsilon \), \( |\gamma| \geq \frac{1}{2} \), and \( \lambda \in (-1, 1] \),

first when \( p = 2 \) and then when \( |p - 2| < \varepsilon \) via perturbation results.

In a similar manner, if we consider \( \vec{u}_\pm = D_\lambda \tilde{f}, \pi_\pm = P_\lambda \tilde{f} \) in \( \Omega \) for \( \tilde{f} \in L^2_1 (\partial \Omega) \), we can also show via Corollary 5.5 and Corollary 5.6 that given \( \gamma, \lambda \) as before, there exists \( C = C (\partial \Omega, \gamma, \lambda) > 0 \) such that

\[ \| \tilde{f} \|_{L^2_1 (\partial \Omega)} \leq C \| (\gamma I + K_\lambda) \tilde{f} \|_{L^2_1 (\partial \Omega)} + \text{residual terms}, \quad \forall \tilde{f} \in L^2_1 (\partial \Omega), \]  
(5.167)

where the residual terms yield compact operators from \( L^2_1 (\partial \Omega) \) into suitably chosen Banach spaces. Again using the homotopic invariance of the index and also perturbation results, it follows that
\[ \gamma I + K_\lambda : L^p_1(\partial \Omega) \to L^p_1(\partial \Omega) \] is Fredholm with index zero whenever \( 2 - \varepsilon < p < 2 + \varepsilon, \ |\gamma| \geq \frac{1}{2}, \) and \( \lambda \in (-1, 1]. \) (5.168)

Then the invertibility claims made in the statement of (5.158) and (5.159) follow from (5.166), (5.168), Proposition 5.16 and simple functional analysis. To also conclude that the operators in (5.160) and (5.161) are invertible, it is enough to establish that they are Fredholm operators of index zero.

First, let \( T_1 \) denote the operator \( \frac{1}{2} I + K_\lambda^* \) acting from \( L^p(\partial \Omega) \) to \( L^p(\partial \Omega) \) and let \( T_2 \) denote the same operator acting instead from \( L^p_{\Psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega^+} \) to \( L^p_{\Psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega^+}. \) Also, let

\[ \iota : L^p_{\Psi^\lambda}(\partial \Omega) \to L^p(\partial \Omega) \] (5.169)

denote the natural inclusion operator, and let

\[ \text{pr} : L^p(\partial \Omega) \to L^p_{\Psi^\lambda}(\partial \Omega) \] (5.170)

be the projection operator given by

\[ \text{pr} \tilde{f} := \tilde{f} - \sum_i \left( \int_{\partial \Omega} \langle \tilde{f}, \psi_i \rangle \, d\sigma \right) \psi_i \] (5.171)

where the \( \psi_i \)'s form an orthonormal basis of \( \Psi^\lambda(\partial \Omega^-). \) Also, let

\[ \bar{\text{pr}} : L^p_{\Psi^\lambda}(\partial \Omega) \to L^p_{\Psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega^+} \] (5.172)

denote the natural projection operator with regards to these spaces. Then using previous arguments, we can show that the following diagram commutes:

\[
\begin{array}{ccc}
L^p_{\Psi^\lambda}(\partial \Omega) & \xrightarrow{\bar{\text{pr}}} & L^p_{\Psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega^+} \\
\downarrow \iota & & \downarrow \bar{\text{pr}} \\
L^p(\partial \Omega) & \xrightarrow{T_1} & L^p(\partial \Omega) \\
& \xrightarrow{\text{pr}} & L^p_{\Psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega^+}
\end{array}
\] (5.173)

The estimate (5.164) shows that \( T_1 \) is a Fredholm operator of index zero. Since \( \iota, \text{pr}, \) and \( \bar{\text{pr}} \) are also clearly Fredholm, it follows from (5.173) that \( T_2 \) must also be Fredholm. Furthermore, since the Fredholm index of \( \iota \) is the opposite of the Fredholm index of \( \text{pr}, \) it also follows from (5.173) that the index of \( T_2 \) must be zero. The rest of the cases in (5.160) and (5.161) follow similarly. Finally, that the operator in (5.162) is an isomorphism is a consequence of the corresponding statement for (5.160) and duality (cf. (5.118)). \( \square \)
5.4 Inverting the single layer on $L^p$ for $p$ near 2 on bounded Lipschitz domains

The goal of this first part of this section is to prove the following theorem.

**Theorem 5.18** For each bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$ with $n \geq 3$ there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ with the property that

$$S : L^p(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega} \longrightarrow L^1_{1,\nu}(\partial \Omega)$$

is an isomorphism for each $p \in (2 - \varepsilon, 2 + \varepsilon)$.

**Proof.** For starters, note that since $S(\nu \mathbb{R}_{\partial \Omega}) = 0$ and since for every bounded connected component $D$ of $\Omega \pm$, $\int_{\partial D} \langle S\vec{f}, \nu \rangle \, d\sigma = \int_D \text{div} S\vec{f} \, dx = 0, \quad \forall \vec{f} \in L^p(\partial \Omega), \quad 1 < p < \infty$, (5.175)

the operator (5.174) is well-defined. Also, from known perturbation results, to prove the theorem, it suffices to consider the case when $p = 2$. To this end, recall the identity (4.142). From previous arguments, we know that $\pm \frac{1}{2} I + K_\lambda$ are Fredholm operators, and so from (4.142), the operator

$$S : L^2(\partial \Omega) \longrightarrow L^2_1(\partial \Omega)$$

must have a finite co-dimensional range, which further implies that its range is closed. Combining this with (5.128) confirms that the operator in (5.176) is Fredholm. To finish the proof, it is enough to establish that the Fredholm index of (5.176) is zero, since a similar argument as in the last paragraph of § 5.3 will then imply that (5.174) is also a Fredholm operator with index zero. Since, by (5.128), the operator (5.174) is injective, this would be enough to prove the theorem.

To show that (5.176) has index zero, consider the corresponding operator for the Lamé system

$$S_{\mu,\lambda} : L^2(\partial \Omega) \longrightarrow L^2_1(\partial \Omega),$$

defined in a similar manner as (5.176), except that the fundamental solution matrix $E = (E_{jk})_{j,k}$ is replaced by the fundamental solution $E^{\mu,\lambda} = (E^{\mu,\lambda}_{j,k})_{j,k}$ for the Lamé system of elastostatics, given by $L_{\mu,\lambda} \vec{u} = \mu \Delta \vec{u} + (\lambda + \mu) \nabla \text{div} \vec{u}$, where

$$E^{\mu,\lambda}_{j,k}(x) := - \frac{1}{2\omega_n-1} \left( \frac{3\mu + \lambda}{\mu(2\mu + \lambda)} \frac{1}{n-2} \frac{\delta_{jk}}{|x|^{n-2}} + \frac{\mu + \lambda}{\mu(2\mu + \lambda)} \frac{x_jx_k}{|x|^n} \right), \quad x \in \mathbb{R}^n \setminus \{0\}. \quad (5.178)$$

Comparing (5.178) with (4.19), it is clear that $E^{1,\lambda}_{j,k}(x) \rightarrow E_{j,k}(x)$ and $\nabla E^{1,\lambda}_{j,k}(x) \rightarrow \nabla E_{j,k}(x)$ as $\lambda \rightarrow \infty$, uniformly for $x$ in compact sets, and so

$$\lim_{\lambda \rightarrow \infty} S_{\mu,\lambda} = S,$$  \quad (5.179)

in the strong operator norm sense (as operators mapping $L^2(\partial \Omega)$ into $L^2_1(\partial \Omega)$). Since it is known that (5.177) is Fredholm with index zero when $\mu > 0, \lambda > -\frac{2\mu}{n}$ (cf., e.g., [33]), it follows from (5.179) that (5.176) has index zero as well. \hfill \qed
Corollary 5.19 For each bounded Lipschitz domain $\Omega \subseteq \mathbb{R}^n$ with $n \geq 3$, there exists $\varepsilon > 0$ such that

$$S : L^p_{-1}(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega} \rightarrow L^p_0(\partial \Omega)$$

(5.180)
is an isomorphism for each $p \in (2 - \varepsilon, 2 + \varepsilon)$.

Proof. Since (5.174) is a self-adjoint operator, Corollary 5.19 follows directly from Theorem 5.18 and duality. \qed

In the second part of this section we treat the case $n = 2$. The main novelty is that, for two dimensional bounded Lipschitz domains, the structure of the null-space of the boundary single layer changes, compared to the higher dimensional case. Cf. (5.128)-(5.130).

Theorem 5.20 Assume that $\Omega \subset \mathbb{R}^2$ is a bounded Lipschitz domain. Then there exists $\varepsilon > 0$ with the following properties. First, the space

$$\{ \vec{f} \in L^p_{-1}(\partial \Omega) : S \vec{f} = 0 \text{ on } \partial \Omega, \text{ and } Q \vec{f} = 0 \text{ in } \Omega_+ \}$$

(5.181)
is independent of $p \in (2 - \varepsilon, 2 + \varepsilon)$. In particular, it agrees with the space defined in (5.129) and we shall keep denoting this by $W$. Second, for any $p \in (2 - \varepsilon, 2 + \varepsilon)$, the operator

$$S : L^p(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega} \oplus W \rightarrow L^2_{1, \nu, W}(\partial \Omega) := \left\{ \vec{f} \in L^2_{1, \nu}(\partial \Omega) : \int_{\partial \Omega} \langle \vec{f}, \psi \rangle d\sigma = 0 \ \forall \ \psi \in W \right\}$$

(5.182)
is an isomorphism.

Proof. Let $\varepsilon > 0$ be such that

$$S : L^p(\partial \Omega) \rightarrow L^p_1(\partial \Omega)$$

(5.183)
is Fredholm with index zero whenever $p \in (2 - \varepsilon, 2 + \varepsilon)$. This can be arranged as before. Then, it follows from Lemma 11.40 that the null-space of $S$ in (5.183) is independent of $p \in (2 - \varepsilon, 2 + \varepsilon)$. As a consequence,

$$\text{Ker} \left( S : L^p(\partial \Omega) \rightarrow L^p_1(\partial \Omega) \right) = \nu \mathbb{R}_{\partial \Omega} \oplus W, \quad \forall \ p \in (2 - \varepsilon, 2 + \varepsilon),$$

(5.184)
where $W$ is as in (5.129). Thus, if we temporarily denote the space (5.181) by $W_p$, (5.184) implies $W_p \subset W_2$ for any $p \in (2 - \varepsilon, 2 + \varepsilon)$. On the other hand, the same type of argument which led to (5.128) gives the opposite inclusion so that, altogether, $W_p = W_2$ for each $p \in (2 - \varepsilon, 2 + \varepsilon)$. This proves the first claim in the statement of the theorem.

Going further, the fact that

$$\int_{\partial \Omega} \langle S \vec{f}, \psi \rangle d\sigma = \int_{\partial \Omega} \langle \vec{f}, S \psi \rangle d\sigma = 0, \quad \forall \ \psi \in W,$$

(5.185)
proves that the operator (5.182) is well-defined. Given that $S$ in (5.183) is Fredholm with index zero if $p \in (2 - \varepsilon, 2 + \varepsilon)$ and that $V$ is finite dimensional, it follows (similarly to what we have done in the proof of Theorem 5.18) that the operator (5.182) also has index zero. Since, as seen from (5.184), this is one-to-one, it ultimately follows that the operator in question is an isomorphism. □

We conclude this section with another important result involving the single layer in two dimensions.

**Theorem 5.21** Let $\Omega \subseteq \mathbb{R}^2$ be a bounded Lipschitz domain, and define the operator

$$
\tilde{S} : \left( L^p(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega} \right) \oplus \mathbb{R}^2 \rightarrow L^p_{1, \nu}(\partial \Omega) \oplus \mathbb{R}^2
$$

by setting

$$
\tilde{S}([\vec{g}], \vec{c}) := \left( S\vec{g} + \vec{c}, \int_{\partial \Omega} \vec{g} \, d\sigma \right).
$$

Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that $\tilde{S}$ is an isomorphism for each $p \in (2 - \varepsilon, 2 + \varepsilon)$.

**Proof.** From stability results (cf. Theorem 11.43), it is enough to treat the case when $p = 2$. Consider the decomposition $\tilde{S} = S_0 + S_1$ where

$$
S_0([\vec{g}], \vec{c}) := (S\vec{g}, 0) \quad \text{and} \quad S_1([\vec{g}], \vec{c}) := \left( \vec{c}, \int_{\partial \Omega} \vec{g} \, d\sigma \right).
$$

Note that $S_1$ is an operator of finite rank and is therefore compact. Then since $S_0 \cong S$ is Fredholm with index zero when $p = 2$, it follows that $\tilde{S} = S_0 + S_1$ is also Fredholm with index zero when $p = 2$. Now to show that $\tilde{S}$ is an isomorphism, it is enough to show that $\tilde{S}$ is injective. Assume there exists $\vec{g} \in L^2(\partial \Omega)$ and $\vec{c} \in \mathbb{R}^2$ such that $\int_{\partial \Omega} \vec{g} \, d\sigma = 0$ and $S\vec{g} = -\vec{c}$. Set

$$
\vec{u}_\pm = S\vec{g} \text{ in } \Omega_\pm, \quad \pi_\pm = Q\vec{g} \text{ in } \Omega_\pm.
$$

Using (5.111) and (5.112), for any $\lambda \in (-1, 1]$

$$
\int_{\Omega_+} A_\lambda(\nabla \vec{u}_+, \nabla \vec{u}_+) \, dx + \int_{\Omega_-} A_\lambda(\nabla \vec{u}_-, \nabla \vec{u}_-) \, dx
$$

$$
= \int_{\partial \Omega} \left( S\vec{g}, \left( -\frac{1}{2} I + K_\lambda \right) \vec{g} - \left( \frac{1}{2} I + K_\lambda \right) \vec{g} \right) \, d\sigma = - \int_{\partial \Omega} (S\vec{g}, \vec{g}) \, d\sigma = \int_{\partial \Omega} (\vec{c}, \vec{g}) \, d\sigma = 0.
$$

Then from (5.93), we know that $\vec{u}_\pm \in \Psi^\lambda(\Omega_\pm)$ which further implies that $\pi_\pm \in \mathbb{R}_{\partial \Omega_\pm}$ and $\partial_\nu^\lambda(\vec{u}_\pm, \pi_\pm) \in \nu \mathbb{R}_{\partial \Omega_\pm}$. Then $\vec{g} = \partial_\nu^\lambda(\vec{u}_-, \pi_-) - \partial_\nu^\lambda(\vec{u}_+, \pi_+) \in \nu \mathbb{R}_{\partial \Omega}$ and so $\vec{c} = -S\vec{g} = 0$. This shows that $(\vec{g}, \vec{c}) = 0$ as desired, which establishes that $\tilde{S}$ is an isomorphism when $p = 2$. □
5.5 $L^p$-boundary value problems on bounded Lipschitz domains for $p$ near 2

In this section we will focus on establishing well-posedness results for bounded Lipschitz domains. Our first result in this regard is the following.

**Theorem 5.22** Assume that $\Omega \subset \mathbb{R}^n$, $n \geq 2$, is a bounded Lipschitz domain and, as usual, set $\Omega_+ := \Omega$, $\Omega_- := \mathbb{R}^n \setminus \bar{\Omega}$. Also, fix $\mu \in (0, 1)$ and $\lambda \in (-1, 1]$. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for $p \in (2 - \varepsilon, 2 + \varepsilon)$, the transmission boundary value problem, concerned with finding two pairs of functions $(\bar{u}_\pm, \pi_\pm)$ in $\Omega_\pm$ satisfying

\[
\begin{aligned}
\Delta \bar{u}_\pm &= \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \ \Omega_\pm, \\
M(\nabla \bar{u}_\pm), M(\pi_\pm) &\in L^p(\partial \Omega), \\
\bar{u}_+|_{\partial \Omega} - \bar{u}_-|_{\partial \Omega} &= \bar{g} \in L^p(\partial \Omega), \\
\partial_\nu^\lambda(\bar{u}_+, \pi_+) - \mu \partial_\nu^\lambda(\bar{u}_-, \pi_-) &= \bar{f} \in L^p(\partial \Omega),
\end{aligned}
\]

and the decay conditions

\[
\begin{aligned}
\bar{u}_-(x) &= \left\{ \begin{array}{ll}
O(|x|^{2-n}) & \text{as} \ |x| \to \infty, \ \text{if} \ n \geq 3, \\
-\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-1}) & \text{as} \ |x| \to \infty, \ \text{if} \ n = 2,
\end{array} \right.
\end{aligned}
\]

\[
\partial_j \bar{u}_-(x) = -\frac{1}{\mu} \left( \partial_j E(x) \left( \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-1}) \right) \text{as} \ |x| \to \infty, \ 1 \leq j \leq n,
\]

\[
\pi_-(x) = \left\{ \begin{array}{ll}
O(|x|^{1-n}) & \text{as} \ |x| \to \infty, \ \text{if} \ n \geq 3, \\
\frac{1}{\mu} \left( \int_{\partial \Omega} (\nabla E \Delta)(x), \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-2}) & \text{as} \ |x| \to \infty, \ \text{if} \ n = 2,
\end{array} \right.
\]

has a unique solution. In addition, there exists $C > 0$ such that

\[
\|M(\nabla \bar{u}_\pm)\|_{L^p(\partial \Omega)} + \|M(\pi_\pm)\|_{L^p(\partial \Omega)} \leq C\|ar{g}\|_{L^p(\partial \Omega)} + C\|ar{f}\|_{L^p(\partial \Omega)}.
\]

Furthermore, a similar result holds if (5.191) - (5.194) are replaced by

\[
\begin{aligned}
\Delta \bar{u}_\pm &= \nabla \pi_\pm, \quad \text{div} \bar{u}_\pm = 0 \quad \text{in} \ \Omega_\pm, \\
M(\nabla \bar{u}_\pm), M(\pi_\pm) &\in L^p(\partial \Omega), \\
\bar{u}_+|_{\partial \Omega} - \mu \bar{u}_-|_{\partial \Omega} &= \bar{g} \in L^p(\partial \Omega), \\
\partial_\nu^\lambda(\bar{u}_+, \pi_+) - \partial_\nu^\lambda(\bar{u}_-, \pi_-) &= \bar{f} \in L^p(\partial \Omega),
\end{aligned}
\]

and the decay conditions

\[
\bar{u}_-(x) = \left\{ \begin{array}{ll}
O(|x|^{2-n}) & \text{as} \ |x| \to \infty, \ \text{if} \ n \geq 3, \\
-\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \bar{f} \, d\sigma \right) + O(|x|^{-1}) & \text{as} \ |x| \to \infty, \ \text{if} \ n = 2,
\end{array} \right.
\]
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\[ \partial_j \bar{u}_-(x) = -\partial_j E(x) \left( \int_{\partial \Omega} \hat{f} \, d\sigma \right) + O(|x|^{-n}) \quad \text{as} \quad |x| \to \infty, \quad 1 \leq j \leq n, \quad (5.198) \]

\[ \pi_-(x) = \begin{cases} O(|x|^{1-n}) & \text{as} \quad |x| \to \infty, \quad \text{if} \quad n \geq 3, \\ \left( \nabla E_\Delta(x), \int_{\partial \Omega} \hat{f} \, d\sigma \right) + O(|x|^{-2}) & \text{as} \quad |x| \to \infty, \quad \text{if} \quad n = 2. \end{cases} \quad (5.199) \]

**Proof.** Let \( \varepsilon > 0 \) be as in the statement of Theorem 5.17. Then for \( p \in (2 - \varepsilon, 2 + \varepsilon) \), we know the operators

\[ -\frac{1}{2} \frac{1+\mu}{1-\mu} I + K^*_\lambda : L^p(\partial \Omega) \longrightarrow L^p(\partial \Omega), \quad \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : L^p_1(\partial \Omega) \longrightarrow L^p_1(\partial \Omega) \quad (5.200) \]

are isomorphisms. Now, set

\[ \vec{f}_1 := \vec{f} - \partial^\lambda_\nu (D^+_{\lambda} g, P^+_\lambda g) + \mu \partial^\lambda_\nu (D^-_{\lambda} g, P^-_{\lambda} g) \in L^p(\partial \Omega), \quad (5.201) \]
\[ \vec{f}_2 := \left( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K^*_\lambda \right)^{-1} \vec{f}_1 \in L^p(\partial \Omega), \quad (5.202) \]

where the superscripts \( \pm \) indicate that the layer potentials in question are considered as mappings from functions defined on \( \partial \Omega \) into functions defined in \( \Omega_\pm \). Then

\[ \vec{u}_\pm := \frac{1}{1-\mu} S^\pm \vec{f}_2 + D^\pm_{\lambda} g, \quad (5.203) \]
\[ \pi_\pm := \frac{1}{1-\mu} Q^\pm \vec{f}_2 + P^\pm_{\lambda} g, \quad (5.204) \]

solve (9.31) and obey natural estimates, i.e.

\[ \|M(\nabla \vec{u}_\pm)\|_{L^p(\partial \Omega)} + \|M(\pi_\pm)\|_{L^p(\partial \Omega)} \leq C \left( \|\vec{g}\|_{L^p_1(\partial \Omega)} + \|\vec{f}\|_{L^p(\partial \Omega)} \right). \quad (5.205) \]

Let us now check the decay conditions (5.192)-(5.194). Clearly, (5.192) is a simple consequence of (5.203) if \( n \geq 3 \). Going further, we note that

\[ \int_{\partial \Omega} \vec{f}_1 \, d\sigma = \int_{\partial \Omega} \hat{f} \, d\sigma - \int_{\partial \Omega} \partial^\lambda_\nu (D^+_{\lambda} g, P^+_\lambda g) \, d\sigma + \mu \int_{\partial \Omega} \partial^\lambda_\nu (D^-_{\lambda} g, P^-_{\lambda} g) \, d\sigma \]
\[ = \int_{\partial \Omega} \hat{f} \, d\sigma - (1 - \mu) \int_{\partial \Omega} \partial^\lambda_\nu (D^+_{\lambda} g, P^+_\lambda g) \, d\sigma \]
\[ = \int_{\partial \Omega} \hat{f} \, d\sigma, \quad (5.206) \]

since

\[ \partial^\lambda_\nu (D^+_{\lambda} g, P^+_\lambda g) = \partial^\lambda_\nu (D^-_{\lambda} g, P^-_{\lambda} g), \quad \forall \vec{g} \in L^p_1(\partial \Omega). \quad (5.207) \]

On the other hand,
\[ \int_{\partial \Omega} \tilde{f}_1 d\sigma = \int_{\partial \Omega} \left( \frac{1}{2} \mu \sigma + K^* \right) \tilde{f}_2 d\sigma \]
\[ = \int_{\partial \Omega} \left( -\frac{1}{2} \mu \sigma + K^* \right) \tilde{f}_2 d\sigma + \frac{\mu}{\mu - 1} \int_{\partial \Omega} \tilde{f}_2 d\sigma \]
\[ = \frac{\mu}{\mu - 1} \int_{\partial \Omega} \tilde{f}_2 d\sigma, \quad (5.208) \]

so that
\[ \int_{\partial \Omega} \tilde{f}_2 d\sigma = \frac{\mu - 1}{\mu} \int_{\partial \Omega} \tilde{f}_1 d\sigma = \frac{\mu - 1}{\mu} \int_{\partial \Omega} \tilde{f} d\sigma. \quad (5.209) \]

Consequently, when \( n = 2, \)
\[ \tilde{u}^{-}(x) = \frac{1}{1-\mu} S^{-} \tilde{f}_2(x) + D^{-} \bar{g}(x) \]
\[ = \frac{1}{1-\mu} S^{-} \left( \tilde{f}_2 - \int_{\partial \Omega} \tilde{f}_2 d\sigma \right)(x) + \frac{1}{1-\mu} E(x) \left( \int_{\partial \Omega} \tilde{f}_2 d\sigma \right) + O(|x|^{-1}) \]
\[ = -\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \tilde{f} d\sigma \right) + O(|x|^{-1}) \quad \text{as } |x| \to \infty, \quad (5.210) \]
in agreement with the case \( n = 2 \) of (5.192). Finally, that (5.203)-(5.204) satisfy the conditions (5.193)-(5.194) can be verified in a similar fashion.

Let us now consider the issue of uniqueness for (5.191)-(5.192). To this end, assume that \((\tilde{u}_{\pm}, \pi_{\pm})\) solves the homogeneous version of (5.191)-(5.194). The fact that \( \tilde{f} = 0 \) implies that \( \tilde{u}_{\pm}, \pi_{\pm} \) decay fast enough at infinity for the Green’s formulas
\[ \tilde{u}_{\pm} = \pm D_{\lambda}(\tilde{u}_{\pm} \big|_{\partial \Omega}) \mp S(\partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm})) \quad \text{in } \Omega_{\pm}, \quad (5.211) \]
to be valid. Based on (5.211), we may then write
\[ \partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm}) + (\pi_{\pm} \big|_{\partial \Omega})_{\nu} = \pm \partial_{\nu}(D_{\lambda} \left( \tilde{u}_{\pm} \big|_{\partial \Omega} \right), \mathcal{P}_{\lambda} \left( \tilde{u}_{\pm} \big|_{\partial \Omega} \right)) \pm \left( \mathcal{P}_{\lambda} \left( \tilde{u}_{\pm} \big|_{\partial \Omega} \right) \right)_{\partial \Omega} \nu \]
\[ + \partial_{\nu}(S(\partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm})), \mathcal{Q}(\partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm}))) \]
\[ + \left( \mathcal{Q}(\partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm})) \right)_{\partial \Omega} \nu, \quad (5.212) \]
hence, invoking (4.121) and the jump-relations of hydrostatic layer potentials,
\[ \partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm}) = \pm \partial_{\nu}(D_{\lambda} \left( \tilde{u}_{\pm} \big|_{\partial \Omega} \right), \mathcal{P}_{\lambda} \left( \tilde{u}_{\pm} \big|_{\partial \Omega} \right)) \]
\[ + \left( \frac{1}{2} I + K^*_{\lambda} \right) \left( \partial_{\nu}(\tilde{u}_{\pm}, \pi_{\pm}) \right), \quad (5.213) \]
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Adding the two versions of the identity (5.213) and keeping in mind that \( \partial_\lambda \nu (\vec{u} + \pi, \pi +) = \mu \partial_\lambda \nu (\vec{u} - \pi, \pi -) \), \( \vec{u}_+ |_{\partial \Omega} = \vec{u}_- |_{\partial \Omega} \) and that (5.207) holds allows us to conclude that \( \left( \frac{1}{2} I + K_\lambda^{*} \right)(\partial_\lambda \nu (\vec{u} - \pi, \pi -)) = 0 \). Since \( \frac{\mu + 1}{\mu - 1} I + K_\lambda^{*} \) is an invertible operator, \( \partial_\lambda \nu (\vec{u} - \pi, \pi -) = 0 \), and further, \( \partial_\lambda \nu (\vec{u}_+ + \pi, \pi +) = 0 \). Moving to the boundary in each version of (5.211) then gives

\[
\left( \frac{1}{2} I + K_\lambda \right)(\vec{u}_+ - \pi_+) = \vec{u}_- - \pi_-, \quad (5.214)
\]

from which it can be determined that \( \vec{u}_+ - \pi_+ |_{\partial \Omega} = 0 \). Finally, it follows from returning to (5.211) again that \( \vec{u}_+ = 0 \) in \( \Omega_+ \). This forces \( \pi_+ \) to be locally constant, but since \( \pi_+ = \mu \pi_- \) on \( \partial \Omega \) and \( \pi_- \) decays at infinity, we must have \( \pi_+ = 0 \) in \( \Omega_+ \) as well.

The result for (5.196)-(5.199) follows in a similar manner. More precisely, if

\[
\vec{g}_1 := \vec{g} + (1 - \mu)S \vec{f} \in L^p(\partial \Omega),
\]

\[
\vec{g}_2 := \left( \frac{1}{2} + \mu I + K_\lambda \right)^{-1} \vec{g}_1 \in L^p(\partial \Omega), \quad (5.215)
\]

then

\[
\vec{u}_+ := \frac{1}{1 - \mu} D^{\pm}_\lambda \vec{g}_2 - S^{\pm} \vec{f} \quad \text{in} \quad \Omega_+,
\]

\[
\pi_+ := \frac{1}{1 - \mu} P^{\pm}_\lambda \vec{g}_2 - Q^{\pm} \vec{f} \quad \text{in} \quad \Omega_+,
\]

will satisfy (5.196)-(5.199) and also (5.195). As for uniqueness, it can be shown using (5.211) as above that solutions of the homogeneous version of (5.196)-(5.199) satisfy

\[
\left( - \frac{1}{2} + \mu I + K_\lambda \right) (\vec{u}_- - \pi_+) = 0. \quad (5.218)
\]

It follows that \( \vec{u}_- - \pi_+ |_{\partial \Omega} = 0 \) and therefore \( \vec{u}_+ - \pi_+ |_{\partial \Omega} = 0 \) as well. With this in mind, it can also be shown using (5.213) and the transmission conditions that \( \partial_\lambda \nu (\vec{u}_+ - \pi_+) = 0 \), and then uniqueness follows much as above.

**Theorem 5.23** Assume that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain. Then for \( \lambda \in (-1, 1] \), there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that for \( p \in (2 - \varepsilon, 2 + \varepsilon) \), the Neumann boundary value problem, concerned with finding functions \( (\vec{u}, \pi) \) in \( \Omega \) satisfying

\[
\left\{
\begin{array}{l}
\Delta \vec{u} = \nabla \pi, \quad \text{div} \vec{u} = 0 \quad \text{in} \quad \Omega, \\
M(\nabla \vec{u}), \ M(\pi) \in L^p(\partial \Omega), \\
\partial_\lambda \nu (\vec{u}, \pi) = \vec{f} \in L^p(\partial \Omega),
\end{array}
\right. \quad (5.219)
\]

has a solution if and only if \( \vec{f} \) satisfies \( b_{n-1}(\Omega) \) linearly independent constraints. More specifically, (5.219) has a solution if and only if

\[
\vec{f} \in \text{Im} \left( - \frac{1}{2} I + K_\lambda^{*} : L^p_{\Psi_+}(\partial \Omega) \to L^p_{\Psi_+}(\partial \Omega) \right), \quad (5.220)
\]
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Whenever a solution of \((5.219)\) exists, it is unique modulo adding to the velocity field functions from \(\Psi^\lambda(\Omega)\). In addition, there exists \(C > 0\) such that
\[
\|M(\nabla \vec{u})\|_{L^p(\partial \Omega)} + \|M(\pi)\|_{L^p(\partial \Omega)} \leq C\|\vec{f}\|_{L^p(\partial \Omega)}, \tag{5.221}
\]
for any solution \((\vec{u}, \pi)\) of \((5.219)\).

Finally, a similar result holds for the exterior domain \(\mathbb{R}^n \setminus \bar{\Omega}\) after including the decay conditions
\[
\vec{u}(x) = \begin{cases} 
O(|x|^{2-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
E(x)\left(\int_{\partial \Omega} \vec{f} d\sigma\right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \tag{5.222}
\]
\[
\partial_j \vec{u}(x) = (\partial_j E)(x)\left(\int_{\partial \Omega} \vec{f} d\sigma\right) + O(|x|^{-n}) \quad \text{as } |x| \to \infty, \quad 1 \leq j \leq n, \tag{5.223}
\]
\[
\pi(x) = \begin{cases} 
O(|x|^{1-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\left\langle (-\nabla E\Delta)(x), \int_{\partial \Omega} \vec{f} d\sigma\right\rangle + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2.
\end{cases} \tag{5.224}
\]

In particular, a solution to the exterior problem exists if and only if
\[
\vec{f} \in \text{Im}\left(\frac{1}{2} I + K^\lambda:\ L^p_{\psi^\lambda}(\partial \Omega) \to L^p_{\psi^\lambda}(\partial \Omega)\right), \tag{5.225}
\]
and solutions are unique modulo adding to the velocity field functions from \(\Psi^\lambda(\mathbb{R}^n \setminus \bar{\Omega})\).

**Proof.** Let \(\varepsilon > 0\) be as in the statement of Theorem 5.17. Then for \(p \in (2 - \varepsilon, 2 + \varepsilon)\), we know that the operator
\[
-\frac{1}{2} I + K^\lambda : L^p_{\psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega} \rightarrow L^p_{\psi^\lambda}(\partial \Omega)/\nu \mathbb{R}_{\partial \Omega} \tag{5.226}
\]
is an isomorphism. Consider the claim that a solution for \((5.219)\) exists if and only if \((5.220)\) holds.

To justify the right-to-left implication, if \((5.220)\) holds, say \(\vec{f} = (-\frac{1}{2} I + K^\lambda)\vec{g}\) for some \(\vec{g} \in L^p_{\psi^\lambda}(\partial \Omega)\), then
\[
\vec{u} := S\vec{g} \quad \text{and} \quad \pi := Q\vec{g} \tag{5.227}
\]
will satisfy \((5.219)\) and \((5.221)\).

In the opposite direction, assume that \(\vec{f} \in L^p(\partial \Omega)\) is such that \((5.219)\) has a solution \((\vec{u}, \pi)\). Then, if \(\psi \in \Psi^\lambda(\partial \Omega_+)\), say \(\psi = |\psi|_{\partial \Omega}\) for some \(\tilde{\psi} \in \Psi^\lambda(\Omega_+)\), we may write
\[
\int_{\partial \Omega} \langle \psi, \vec{f} \rangle d\sigma = \int_{\partial \Omega} \langle \psi, \partial^\lambda_+(\vec{u}, \pi) \rangle d\sigma = \int_{\partial \Omega} \langle \partial^\lambda_+(\tilde{\psi}, 0), \vec{u} \rangle d\sigma = 0. \tag{5.228}
\]
Hence, necessarily, \(\vec{f} \in L^p_{\psi^\lambda}(\partial \Omega)\).
Having established this, we now use the fact that (5.226) is an isomorphism in order to find $\tilde{g} \in L^p_{\Psi^+}(\partial\Omega)$ such that $(-\frac{1}{2}I + K_\lambda)\tilde{g} - \bar{f} = \nu \varphi$, for some $\varphi \in \mathbb{R}_{\partial\Omega-}$. If we now set $w := S\tilde{g}$ and $\rho := Q\tilde{g}$ in $\Omega$, then the pair $(w - u, \rho - \pi)$ solves the interior Neumann problem with datum $\nu \varphi$. We will now make a claim which implies that, necessarily, $\varphi = 0$. This, of course, entails $\bar{f} = (-\frac{1}{2}I + K_\lambda)\bar{g}$, proving (5.220). The claim just alluded to above is the following:

$$\text{if } (\bar{u}, \pi) \text{ solve } (5.219) \text{ for } \bar{f} = \nu \varphi \text{ with } \varphi \in \mathbb{R}_{\partial\Omega-}, \text{ then } \varphi = 0.$$  \hspace{1cm} (5.229)

To justify this claim, write (4.120) and recall (5.78) to conclude that $\bar{u} = D_\lambda(\bar{u}|_{\partial\Omega})$ in $\Omega$. Going to the boundary then yields

$$\bar{u}
\bigg|_{\partial\Omega} \in \text{Ker} \left(-\frac{1}{2}I + K_\lambda : L^p_{1,\nu_+}(\partial\Omega) \to L^p_{1,\nu_+}(\partial\Omega)\right) = \Psi^\lambda(\partial\Omega_+),$$  \hspace{1cm} (5.230)

by (5.125). Utilizing this back into (4.120) and relying on (5.97) further gives $\bar{u} \in \Psi^\lambda(\Omega_+)$. Hence, $\nu \varphi = \partial_\nu^\lambda(\bar{u}, \pi) \in \nu \mathbb{R}_{\partial\Omega+}$ by (5.96) and, ultimately, $\varphi = 0$ given that the sum in (5.74) is direct. This concludes the proof of (5.229).

To establish uniqueness, if the functions $\bar{u}$ and $\pi$ satisfy the homogeneous version of problem (5.219), then $\bar{u} = D_\lambda(\bar{u}|_{\partial\Omega})$ in $\Omega$, by (4.120). Going non-tangentially to the boundary then yields $(-\frac{1}{2}I + K_\lambda)(\bar{u}|_{\partial\Omega}) = 0$ on $\partial\Omega$, which shows that $\bar{u}|_{\partial\Omega} \in \text{Ker} \left(-\frac{1}{2}I + K_\lambda : L^p_{1,\nu_+}(\partial\Omega) \to L^p_{1,\nu_+}(\partial\Omega)\right) = \Psi^\lambda(\partial\Omega_+)$, by (5.125), since $\bar{u}|_{\partial\Omega} \in L^p_{1,\nu_+}(\partial\Omega)$ to begin with. Hence, $\bar{u}|_{\partial\Omega} = \tilde{\psi}|_{\partial\Omega}$ for some function $\tilde{\psi} \in \Psi^\lambda(\Omega_+)$. It remains to invoke (4.120) once again in order to conclude that, by virtue of (5.97), $\bar{u} = \tilde{\psi}$ in $\Omega$. This establishes the claim made about uniqueness for (5.219).

In the case of the exterior domain, a similar argument can be used to establish the existence of a solution. The key observation is that the decay conditions (5.222)-(5.224) are strong enough to guarantee that integral representation formulas analogous to (4.120)-(4.121) hold in $\mathbb{R}^n \setminus \Omega$. More specifically, we have

$$\bar{u}(x) = -D_\lambda \left( \bar{u} \bigg|_{\partial\Omega} \right)(x) + S \left( \partial_\nu^\lambda(\bar{u}, \pi) \right)(x), \quad x \in \mathbb{R}^n \setminus \tilde{\Omega},$$  \hspace{1cm} (5.231)

$$\pi(x) = -P_\lambda \left( \bar{u} \bigg|_{\partial\Omega} \right)(x) + Q \left( \partial_\nu^\lambda(\bar{u}, \pi) \right)(x), \quad x \in \mathbb{R}^n \setminus \tilde{\Omega}.$$  \hspace{1cm} (5.232)

These are proved starting with (4.120)-(4.121) written in $B_R \setminus \tilde{\Omega}$, where $B_R$ is a ball of radius $R$, large enough so that $\tilde{\Omega} \subset B_R$, then passing to the limit as $R \to \infty$. The decay conditions (5.222)-(5.224) are then used to show that the contributions from $\partial B_R$ tend to zero. With (5.231)-(5.232) in place, the proof of the uniqueness then proceeds as for the case of bounded domains.

We can also state a similar result for the Regularity problem.

**Theorem 5.24** Assume that $\Omega \subset \mathbb{R}^n$, $n \geq 2$, is a bounded Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\partial\Omega) > 0$ such that for $p \in (2 - \varepsilon, 2 + \varepsilon)$, the Regularity boundary value problem, concerned with finding functions $(\bar{u}, \pi)$ in $\Omega$ satisfying

$$\begin{cases}
\Delta \bar{u} = \nabla \pi, \quad \text{div } \bar{u} = 0 \quad \text{in } \Omega, \\
\n M(\nabla \bar{u}), \ M(\pi) \in L^p(\partial\Omega), \\
\n \bar{u} = \tilde{f} \in L^p(\partial\Omega),
\end{cases}$$  \hspace{1cm} (5.233)
has a solution if and only if
\[ \vec{f} \in L^p_{1,\nu_+}(\partial\Omega). \] (5.234)

In addition, the solution is unique modulo adding locally constant functions to the pressure, and there exists \( C = C(\Omega, p) > 0 \) such that
\[ \|M(\nabla \vec{u})\|_{L^p(\partial\Omega)} + \|M(\pi)\|_{L^p(\partial\Omega)} \leq C\|\vec{f}\|_{L^p_1(\partial\Omega)}. \] (5.235)

Furthermore, a similar result holds for the exterior domain \( \mathbb{R}^n \setminus \bar{\Omega} \) after including the decay conditions
\[ \vec{u}(x) = \begin{cases} O(|x|^{2-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\ E(x)\vec{A} + O(1) & \text{as } |x| \to \infty, \quad \text{if } n = 2, \end{cases} \] (5.236)

\[ \partial_j \vec{u}(x) = \begin{cases} O(|x|^{1-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\ \partial_j E(x)\vec{A} + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2, \end{cases} \] (5.237)

\[ \pi(x) = \begin{cases} O(|x|^{1-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\ \langle \nabla E(x), \vec{A} \rangle + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2, \end{cases} \] (5.238)

where \( \vec{A} \in \mathbb{R}^2 \) is an arbitrary vector, specified a priori. In particular, a solution exists if and only if
\[ \vec{f} \in L^p_{1,\nu_-}(\partial\Omega), \] (5.239)

and solutions are unique modulo adding locally constant functions to the pressure.

**Proof.** Let \( \varepsilon > 0 \) be as in the statement of Theorem 5.17. Then for \( p \in (2 - \varepsilon, 2 + \varepsilon) \), we know that for each \( \lambda \in (-1, 1) \), the operator
\[ \frac{1}{2}I + K_\lambda : L^p_{1,\nu_+}(\partial\Omega)/\Psi^\lambda_-(\partial\Omega) \to L^p_{1,\nu_+}(\partial\Omega)/\Psi^\lambda_+(\partial\Omega) \] is an isomorphism. (5.240)

We now claim that, if \( n \geq 3 \),
\[ T : L^p_{1,\nu_+}(\partial\Omega) \oplus L^p(\partial\Omega) \to L^p_{1,\nu_+}(\partial\Omega), \]
\[ T(\vec{g}_1, \vec{g}_2) := \left( \frac{1}{2}I + K_\lambda \right)\vec{g}_1 + S\vec{g}_2 \] is onto. (5.241)

To see that this is indeed the case, consider an arbitrary \( \vec{f} \in L^p_{1,\nu_+}(\partial\Omega) \). It follows then from (5.240) that there exists \( \vec{g}_1 \in L^p_{1,\nu_+}(\partial\Omega) \) with the property that \( \vec{\psi} := \vec{f} - \left( \frac{1}{2}I + K_\lambda \right)\vec{g}_1 \in \Psi^\lambda_-(\partial\Omega) \). Using (5.117) and Theorem 5.18, we can then find \( \vec{g}_2 \in L^p(\partial\Omega) \) with the property that \( S\vec{g}_2 = \vec{\psi} \). Thus, \( T(\vec{g}_1, \vec{g}_2) = \vec{f} \), proving the claim. In turn, (5.241) and (11.123) in the Appendix show that there exists \( C = C(\Omega, p) > 0 \) with the following property:
∀ \vec{f} \in L^p_{1,\nu^+}(\partial \Omega) \ \exists (\vec{g}_1, \vec{g}_2) \in L^p_{1,\nu^+}(\partial \Omega) \oplus L^p(\partial \Omega) \text{ with }
T(\vec{g}_1, \vec{g}_2) = \vec{f} \text{ and } \|\vec{g}_1\|_{L^p(\partial \Omega)} + \|\vec{g}_2\|_{L^p(\partial \Omega)} \leq C\|\vec{f}\|_{L^p(\partial \Omega)}. \quad (5.242)

Next, to show that (5.246) has a solution when \( n \geq 3 \) for every given \( \vec{f} \in L^p_{1,\nu^+}(\partial \Omega) \), it suffices to observe that, if \( (\vec{g}_1, \vec{g}_2) \in L^p_{1,\nu^+}(\partial \Omega) \oplus L^p(\partial \Omega) \) are as in the second line of (5.242), then

\[ \vec{u} := D_\lambda \vec{g}_1 + S \vec{g}_2 \text{ and } \pi := P_\lambda \vec{g}_1 + Q \vec{g}_2 \quad (5.243) \]

will satisfy (5.233) and (5.235). To establish uniqueness, again, when \( n \geq 3 \), assume that \( \vec{u} \) and \( \pi \) satisfy the homogeneous version of (5.233). Then (4.120) implies \( S(\partial_\nu^\lambda(\vec{u}, \pi)) = 0 \) on \( \partial \Omega \). Hence, \( \partial_\nu^\lambda(\vec{u}, \pi) \in \nu \mathbb{R}_{\partial \Omega} \), by (5.128). Utilizing this back in (4.120) and invoking (5.77), we finally arrive at the conclusion that \( \vec{u} = 0 \) in \( \Omega \).

Turning our attention to the case when \( n = 2 \), consider in place of (5.241) the following claim:

\[ \tilde{T} : L^p_{1,\nu^+}(\partial \Omega) \oplus L^p(\partial \Omega) \oplus \mathbb{R}^2 \longrightarrow L^p_{1,\nu^+}(\partial \Omega), \]
\[ \tilde{T}(\vec{g}_1, \vec{g}_2, \vec{c}) := (\frac{1}{2} I + K_\lambda) \vec{g}_1 + S \vec{g}_2 + \vec{c} \text{ is onto.} \quad (5.244) \]

The first step in justifying this claim is as before. Namely, given \( \vec{f} \in L^p_{1,\nu^+}(\partial \Omega) \), we can find some \( \vec{g}_1 \in L^p_{1,\nu^+}(\partial \Omega) \) for which \( \vec{w}_\circ := \vec{f} - (\frac{1}{2} I + K_\lambda) \vec{g}_1 \in \Psi^\lambda_{\nu}(\partial \Omega) \).

Since \( \Psi^\lambda_{\nu}(\partial \Omega) \hookrightarrow L^p_{1,\nu}(\partial \Omega) \), it follows from Theorem 5.21 that there exists \( \vec{g}_2 \in L^p(\partial \Omega) \) and \( \vec{c} \in \mathbb{R}^2 \) such that \( S \vec{g}_2 + \vec{c} = \vec{w}_\circ \), and so the operator \( \tilde{T} \) in (5.244) is onto, as claimed. With this in hand, the proof of the existence of a solution for (5.233), which satisfies natural estimates, proceeds as in the case \( n \geq 3 \), treated before.

To prove uniqueness for (5.233) when \( n = 2 \), we note that the same argument as in the case \( n \geq 3 \) shows that, if \( \vec{u} \) and \( \pi \) satisfy the homogeneous version of (5.233), then

\[ \partial_\nu^\lambda(\vec{u}, \pi) = \nu \varphi + \psi, \text{ for some } \varphi \in \mathbb{R}_{\partial \Omega} \text{ and } \psi \in \mathcal{W}. \quad (5.245) \]

Plugging this back in (4.120) and keeping in mind (5.77) and (5.184), we may conclude that \( \vec{u} = -S \psi \) and \( \pi = Q(\nu \varphi) \) in \( \Omega \). In turn, this allows justifying the integration by parts formula
\[ \int_{\Omega} A_\lambda \nabla (\vec{u}, \nabla \vec{u}) \, dx = \int_{\partial \Omega} \partial_\nu^\lambda(\vec{u}, \pi, \vec{u}) \, d\sigma. \]
Since \( \vec{u}|_{\partial \Omega} = 0 \), we finally conclude that \( \vec{u} = 0 \) in \( \Omega \), by invoking (5.93).

The exterior problem can be solved in much the same way. In this case, the decay conditions (5.236)-(5.238) with \( \vec{A} = 0 \) are crucial for justifying (5.231)-(5.232) for solutions of the homogeneous problem. Granted these identities, we once again arrive at (5.245), after which the solution proceeds much as before. \( \square \)

We conclude this section with a similar result for the Dirichlet problem.

**Theorem 5.25** Assume that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain. Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that for \( p \in (2 - \varepsilon, 2 + \varepsilon) \), the Dirichlet boundary value problem, concerned with finding functions \( (\vec{u}, \pi) \) in \( \Omega \) satisfying
\[
\begin{cases}
\Delta \vec{u} = \nabla \pi, \quad \text{div} \vec{u} = 0 \quad \text{in} \quad \Omega, \\
M(\vec{u}) \in L^p(\partial \Omega), \\
\vec{u} \big|_{\partial \Omega} = \vec{f} \in L^p_{\nu_+}(\partial \Omega),
\end{cases}
\]  

has a solution which is unique modulo adding locally constant functions to the pressure. In addition, there exists \( C > 0 \) such that

\[
\|M(\vec{u})\|_{L^p(\partial \Omega)} \leq C \|\vec{f}\|_{L^p(\partial \Omega)}. 
\]  

Furthermore, a similar result holds for the exterior domain \( \mathbb{R}^n \setminus \bar{\Omega} \) after including the decay conditions

\[
\begin{align*}
\vec{u}(x) &= \begin{cases} O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
E(x)\vec{A} + O(1) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \\
\partial_j \vec{u}(x) &= \begin{cases} O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\partial_j E(x)\vec{A} + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \\
\pi(x) &= \begin{cases} O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
(\nabla E(\Delta)(x), \vec{A}) + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases}
\]  

where \( \vec{A} \in \mathbb{R}^2 \) is an arbitrary vector, specified a priori. In particular, a solution to the exterior problem exists if \( \vec{f} \in L^p_{\nu_+}(\partial \Omega) \) and the solution is unique modulo adding locally constant functions to the pressure.

**Proof.** Let \( \varepsilon > 0 \) be as in the statement of Theorem 5.17, and fix \( p \in (2 - \varepsilon, 2 + \varepsilon) \). Let us now assume that \( n \geq 3 \). Using (5.162) and (5.126), it can be checked (much as in the proof of Theorem 5.24), that

\[
T : L^p_{\nu_+}(\partial \Omega) \oplus L^p(\partial \Omega) \longrightarrow L^p_{\nu_+}(\partial \Omega),
\]

\[
T(\vec{g_1}, \vec{g_2}) := \left( \frac{1}{2}I + K\lambda \right)\vec{g_1} + S\vec{g_2}
\]

is onto,

and

\[
\forall \vec{f} \in L^p_{\nu_+}(\partial \Omega) \exists (\vec{g_1}, \vec{g_2}) \in L^p_{\nu_+}(\partial \Omega) \oplus L^p(\partial \Omega) \quad \text{with} \\
T(\vec{g_1}, \vec{g_2}) = \vec{f} \quad \text{and} \quad \|\vec{g_1}\|_{L^p(\partial \Omega)} + \|\vec{g_2}\|_{L^p(\partial \Omega)} \leq C\|\vec{f}\|_{L^p(\partial \Omega)}.
\]  

Now, given an arbitrary \( \vec{f} \in L^p_{\nu_+}(\partial \Omega) \), let \((\vec{g_1}, \vec{g_2}) \in L^p_{\nu_+}(\partial \Omega) \oplus L^p(\partial \Omega) \) be as in the second line of (5.252). Then

\[
\vec{u} := D\lambda \vec{g_1} + S\vec{g_2} \quad \text{and} \quad \pi := P\lambda \vec{g_1} + Q\vec{g_2}
\]  

(5.253)
will satisfy (5.246) and (5.247).

To establish uniqueness, assume \( \vec{u} \) and \( \pi \) satisfy the homogeneous version of (5.246). With \( x_o \in \Omega \) fixed, let \( \Omega_\alpha \) be a sequence of sub-domains of \( \Omega \) containing \( x_o \) that converge to \( \Omega \) in the sense described in Lemma 11.53 in the Appendix. Define \( \tilde{E}_j(x) := \{E_{jk}(x)\}_k \) where \( E_{jk} \) is as in (4.20), and let \( q_j \) denote the \( j \)th component of \( \vec{q} \) as defined in (4.21). Then for each \( 1 \leq j \leq n \) and each \( \Omega_\alpha \), from Theorem 5.24, there exists \( \vec{v} \) and \( q' \) such that

\[
\begin{align*}
\Delta \vec{v} &= \nabla' q', \quad \text{div} \, \vec{v} = 0 \quad \text{in } \Omega, \\
M(\nabla \vec{v}), M(q') &\in L^p(\partial \Omega), \\
\vec{v}|_{\partial \Omega_\alpha} &= \tilde{E}_j(x_o - \cdot)|_{\partial \Omega_\alpha}.
\end{align*}
\]

Then for each \( 1 \leq j \leq n \) and each \( \Omega_\alpha \), let

\[
G^\alpha_j := \vec{E}_j - \vec{v}, \quad g^\alpha_j := q_j - q' \quad \text{in } \Omega_\alpha.
\]

Then \( G^\alpha_j \) and \( g^\alpha_j \) will satisfy

\[
\begin{align*}
\text{div } G^\alpha_j &= 0 \text{ in } \Omega_\alpha, \\
G^\alpha_j \big|_{\partial \Omega_\alpha} &= 0,
\end{align*}
\]

and

\[
\int_{\Omega_\alpha} \langle \Delta G^\alpha_j - \nabla g^\alpha_j, \vec{u} \rangle \, dx = u_j(x_o). \tag{5.257}
\]

We now make the important claim that there exists a constant \( C > 0 \) independent of \( \alpha \) such that

\[
\|M(\nabla G^\alpha_j)\|_{L^p(\partial \Omega_\alpha)} + \|M(g^\alpha_j)\|_{L^p(\partial \Omega_\alpha)} \leq C\|\vec{E}_j\|_{L^p(\partial \Omega)}. \tag{5.258}
\]

This is a consequence of the specific way in which the solution of the Regularity problem has been constructed in the proof of Theorem 5.24, Lemma 11.32 in the Appendix, in which we take \( T_\alpha \) to be the operator (5.241) constructed for \( \partial \Omega_\alpha \) in place of \( \partial \Omega \), and the fact that the \( T_\alpha \)'s, after being appropriately identified with operators acting on functions defined on \( \partial \Omega \), converge to \( T \) in the operator norm. See (11.206) and Lemma 11.53 in the Appendix for a proof of this latter claim.

Combining (5.257) with (4.7) and (5.256) then gives

\[
u_j(x_o) = \int_{\partial \Omega_\alpha} \langle \partial^n \lambda(G^\alpha_j, g^\alpha_j), \vec{u} \rangle \, d\sigma. \tag{5.259}
\]

Then since \( M(\vec{u}) \in L^p(\partial \Omega) \) and \( \vec{u}|_{\partial \Omega} = 0 \), we can show via (5.259), (5.258), and the Lebesgue Dominated Convergence Theorem that \( u_j(x_o) = 0 \) (for this step, Lemma 11.53 is once again used to first replace the integral on \( \partial \Omega_\alpha \) with one on \( \partial \Omega \); cf. (11.191)-(11.193)). Since \( x_o \) was an arbitrary point in \( \Omega \), it follows that \( \vec{u} = 0 \) in \( \Omega \), as desired.
When \( n = 2 \), the same line of reasoning applies provided that, in place of (5.251), this time we use
\[
\tilde{T} : L^p_{\nu^+}(\partial\Omega) \oplus L^p(\partial\Omega) \oplus \mathbb{R}^2 \rightarrow L^p_{\nu^+}(\partial\Omega),
\]
\[
\tilde{T}(\vec{g}_1, \vec{g}_2, \vec{c}) := (\frac{1}{2} I + K_\lambda)\vec{g}_1 + S\vec{g}_2 + \vec{c}.
\] (5.260)

The existence of a solution to the exterior Dirichlet problem can be established in much the same way. To prove uniqueness, assume \( \vec{u} \) and \( \pi \) satisfy the homogeneous version of (5.246) in the exterior domain \( \mathbb{R}^n \setminus \bar{\Omega} \) and also satisfy (5.248)-(5.250). Fix \( R > 0 \) large enough that \( \bar{\Omega} \subseteq B_R \), where \( B_R := \{ x \in \mathbb{R}^n : |x| < R \} \). Let \( D \) be the bounded Lipschitz domain given by \( D := B_R \setminus \bar{\Omega} \). Since \( \vec{u} \) and \( \pi \) satisfy the Stokes system in the exterior of \( \Omega \), it follows that \( \vec{u}|_{\partial B_R} \in L^1_1(\partial B_R) \), and furthermore since \( \vec{u}|_{\partial \Omega} = 0 \), we can conclude that \( \vec{u}|_{\partial D} \in L^p_{\nu^+}(\partial D) \). Theorem 5.24 applied for the domain \( D \) then guarantees that there exists a solution to (5.233) with data \( \vec{f} = \vec{u}|_{\partial D} \). Due to the uniqueness portion of Theorem 5.25, the only possible solution is \( \vec{u} \) and \( \pi \), and therefore
\[
M_D(\nabla \vec{u}), M_D(\pi) \in L^p(\partial D),
\] (5.261)
where \( M_D \) denotes the non-tangential maximal function associated with the domain \( D \). This implies that
\[
M(\nabla \vec{u}), M(\pi) \in L^p(\partial \Omega),
\] (5.262)
and then the uniqueness portion of Theorem 5.24 applied to the exterior domain forces \( \vec{u} \equiv 0 \), as desired. \( \square \)

6 Local \( L^2 \) estimates

For the duration of this chapter we assume that \( \Omega \) is a graph Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and set \( \Omega_+ := \Omega \), \( \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \). Here, we will prove estimates of a local nature which will be useful throughout. For some fixed \( x_o \in \partial \Omega \), let
\[
S_R := S_R(x_o) = B_R(x_o) \cap \partial \Omega.
\] (6.1)

Also, define
\[
D_R := D_R(x_o) = \{ x + t e_n : x \in S_R, |t| < \kappa R \},
\] (6.2)
where \( \kappa = \kappa(\partial \Omega) > 0 \) is a fixed constant, and let
\[
D_R^+ := D_R \cap \Omega_+ \quad \text{and} \quad D_R^- := D_R \cap \Omega_-.
\] (6.3)
If \( S_R := S_R(x_o) \), for each \( c > 0 \) we also set \( S_{cR} := S_{cR}(x_o) \), with a similar convention for \( D_{cR} \).
6.1 Pressure, Caccioppoli, and local boundary estimates

For the duration of this section, assume \((\vec{u}_\pm, \pi_\pm)\) satisfy

\[
\begin{align*}
\Delta \vec{u}_\pm &= \nabla \pi_\pm \quad \text{in} \quad \Omega_\pm, \\
\text{div} \vec{u}_\pm &= 0 \quad \text{in} \quad \Omega_\pm, \\
M(\nabla \vec{u}_\pm), M(\pi_\pm) &\in L^2(\partial \Omega). 
\end{align*}
\]

Our first local result is the following estimate for the pressure.

**Lemma 6.1** For any \(q \geq 1\), there exists \(C > 0\) such that

\[
\left( \int_{D_R} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{D_R} |\nabla \vec{u}_\pm|^2 \, dx \right)^{\frac{1}{2}} + \frac{C}{R} \left( \int_{S_R} M(\vec{u}_\pm)^q \, d\sigma \right)^{\frac{1}{q}}.
\]

**Proof.** Parametrize \(D_R^\pm\) by \(S_R \times (0, \kappa R) \ni (y, t) \mapsto y \pm te_n \in D_R^\pm\) and fix two balls \(B^\pm \subset D_R^\pm\) of radii comparable to \(R\) and such that \(\text{dist} \ (B^\pm, \partial D_R^\pm) \approx R\). For each \(y \in S_R\) and \(t \in (0, \kappa R)\) with \(y \pm te_n \in B^\pm\), using the fact that the pressure decays at infinity, the Fundamental Theorem of Calculus, and interior estimates, we may write

\[
|\pi_\pm(y \pm te_n)| \leq \int_t^\infty |(\nabla \pi_\pm)(y \pm se_n)| \, ds \leq \int_t^\infty |(\Delta \vec{u}_\pm)(y \pm se_n)| \, ds \\
\leq \int_{c_1 R}^\infty \left( \frac{C}{s^2} \int_{B(y \pm se_n, c_2 s)} |\vec{u}_\pm(z)| \, dz \right) \, ds \\
\leq CR^{-1} M(\vec{u}_\pm)(y).
\]

Hence,

\[
\int_{B^\pm} |\pi_\pm| \, dx \leq \frac{C}{R} \int_{S_R} M(\vec{u}_\pm) \, d\sigma \leq \frac{C}{R} \left( \int_{S_R} M(\vec{u}_\pm)^q \, d\sigma \right)^{\frac{1}{q}}.
\]

According to the work of Bogovski\'i [6], it is possible to construct two vector fields \(\vec{w}_\pm\) in \(D_R^\pm\) with the following properties:

\[
\begin{align*}
(i) \quad \text{div} \vec{w}_\pm &= \pi_\pm - \frac{1}{|B^\pm|} \left( \int_{D_R^\pm} \pi_\pm \right) \chi_{B^\pm} \quad \text{in} \quad D_R^\pm, \\
(ii) \quad \vec{w}_\pm \big|_{\partial D_R^\pm} &= 0, \\
(iii) \quad \|\nabla \vec{w}_\pm\|_{L^2(D_R^\pm)} &\leq C \|\pi_\pm\|_{L^2(D_R^\pm)}.
\end{align*}
\]

Then integrating by parts, we have

\[
\int_{D_R^\pm} \pi_\pm(\text{div} \vec{w}_\pm) \, dx = \int_{D_R^\pm} A_\lambda(\nabla \vec{u}_\pm, \nabla \vec{w}_\pm) \, dx \mp \int_{\partial D_R^\pm} \langle \partial_\nu^\lambda(\vec{u}_\pm, \pi_\pm), \vec{w}_\pm \rangle \, d\sigma,
\]

and so using (6.8) and (6.7),
\[
\int_{D_R^+} |\pi_\pm|^2 \, dx = \int_{D_R^+} A_\lambda(\nabla \bar{u}_\pm, \nabla \bar{w}_\pm) \, dx + \left( \int_{D_R^+} \pi_\pm \, dx \right) \left( \int_{B_R^+} \pi_\pm \, dx \right)
\]

\[
\leq C \int_{D_R^+} |\nabla \bar{u}_\pm||\nabla \bar{w}_\pm| \, dx + CR^\frac{n}{2} \left( \int_{D_R^+} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{B_R^+} |\pi_\pm| \, dx \right)^{\frac{1}{2}}
\]

\[
\leq C \left( \int_{D_R^+} |\nabla \bar{u}_\pm|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{D_R^+} |\nabla \bar{w}_\pm|^2 \, dx \right)^{\frac{1}{2}}
\]

\[
+ CR^\frac{n}{2} - 1 \left( \int_{D_R^+} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{S_{tR}} M(\bar{u}_\pm) \, d\sigma \right)^{\frac{1}{q}}
\]

\[
\leq C \left( \int_{D_R^+} |\nabla \bar{u}_\pm|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{D_R^+} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}}
\]

\[
+ CR^\frac{n}{2} - 1 \left( \int_{D_R^+} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}} \left( \int_{S_{tR}} M(\bar{u}_\pm) \, d\sigma \right)^{\frac{1}{q}},
\]

(6.10)

which is enough to prove the lemma.

\[\square\]

Our next local result is the following Caccioppoli type estimate.

**Lemma 6.2** Let \( \mu \in [0,1) \), \( q \geq 1 \), and \( 1 \leq s < t \leq 2 \). Then there exists \( C > 0 \) such that

\[
\int_{D_{tR}^+} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{D_{tR}^-} |\nabla \bar{u}_-|^2 \, dx
\]

\[
\leq \frac{C}{R^2(t-s)} \left[ \int_{D_{tR}^+} |\bar{u}_+|^2 \, dx + \mu \int_{D_{tR}^-} |\bar{u}_-|^2 \, dx \right]
\]

\[
+ CR^{n-2} \left[ \left( \int_{S_{tR}} M(\bar{u}_+)^q \, d\sigma \right)^{\frac{2}{q}} + \mu \left( \int_{S_{tR}} M(\bar{u}_-) \, d\sigma \right)^{\frac{2}{q}} \right]
\]

\[
+ C \int_{S_{tR}} |\langle \partial^\lambda_\nu(\bar{u}_+, \pi_+), \bar{u}_+ \rangle - \mu \langle \partial^\lambda_\nu(\bar{u}_-, \pi_-), \bar{u}_- \rangle | \, d\sigma.
\]

(6.11)
Proof. Let \( \eta \in C_0^\infty(\mathbb{R}^n) \) be such that \( \eta \geq 0 \) and \( \text{supp} \eta \subseteq D_{2R} \). Since \( \Delta \bar{u}_\pm = \nabla \pi_\pm \) and \( \text{div} \bar{u}_\pm = 0 \) in \( \Omega_\pm \), using the integration by parts formula (4.6), we have that

\[
\int_{D_{2R}^\pm} A_\lambda(\nabla \bar{u}_\pm, \nabla (\eta^2 \bar{u}_\pm)) \, dx = \pm \int_{S_{2R}} \langle \partial_\nu^\lambda(\bar{u}_\pm, \pi_\pm), \eta^2 \bar{u}_\pm \rangle \, d\sigma + \int_{D_{2R}^\pm} \pi_\pm \text{div} (\eta^2 \bar{u}_\pm) \, dx. \tag{6.12}
\]

Multiplying the minus version of (6.12) by \( \mu \) and adding it to the plus version gives

\[
\int_{D_{2R}^+} A_\lambda(\nabla \bar{u}_+, \nabla (\eta^2 \bar{u}_+)) \, dx + \mu \int_{D_{2R}^-} A_\lambda(\nabla \bar{u}_-, \nabla (\eta^2 \bar{u}_-)) \, dx = \int_{D_{2R}^+} \pi_+ \text{div} (\eta^2 \bar{u}_+) \, dx + \mu \int_{D_{2R}^-} \pi_- \text{div} (\eta^2 \bar{u}_-) \, dx \tag{6.13}
\]

Expanding the terms \( \nabla (\eta^2 \bar{u}_\pm) \) and \( \text{div} (\eta^2 \bar{u}_\pm) \) in (6.13) and using Cauchy’s inequality with epsilon leads to the following estimate,

\[
\int_{D_{2R}^+} \eta^2 A_\lambda(\nabla \bar{u}_+, \nabla (\eta^2 \bar{u}_+)) \, dx + \mu \int_{D_{2R}^-} \eta^2 A_\lambda(\nabla \bar{u}_-, \nabla (\eta^2 \bar{u}_-)) \, dx
\leq C_\varepsilon \left[ \int_{D_{2R}^+} |\nabla \eta|^2 |\bar{u}_+|^2 \, dx + \mu \int_{D_{2R}^-} |\nabla \eta|^2 |\bar{u}_-|^2 \, dx \right]
+ \varepsilon \left[ \int_{D_{2R}^+} \eta^2 (|\nabla \bar{u}_+|^2 + |\pi_+|^2) \, dx + \mu \int_{D_{2R}^-} \eta^2 (|\nabla \bar{u}_-|^2 + |\pi_-|^2) \, dx \right]
+ \int_{S_{2R}} \eta^2 \left( |\partial_\nu^\lambda(\bar{u}_+, \pi_+), \bar{u}_+ \rangle - \mu |\partial_\nu^\lambda(\bar{u}_-, \pi_-), \bar{u}_- \rangle \right) \, d\sigma. \tag{6.14}
\]

Now for any \( 1 \leq s < t \leq 2 \), let \( \eta \) have the following properties

\[
\begin{cases}
\eta \equiv 1 \text{ on } D_{sR} \\
\text{supp } \eta \subseteq D_{tR} \\
0 \leq \eta \leq 1 \\
\|\nabla \eta\|_{L^\infty} \leq \frac{C}{R(t-s)}.
\end{cases} \tag{6.15}
\]

Using (6.15) and Lemma 6.1 in (6.14) then gives
\[ \int_{D^+_R} A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_+) \, dx + \mu \int_{D^-_R} A_\lambda(\nabla \bar{u}_-, \nabla \bar{u}_-) \, dx \]
\[ \leq \frac{C_\varepsilon}{R^2(t-s)^2} \left[ \int_{D^+_R} |\bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\bar{u}_-|^2 \, dx \right] \]
\[ + \varepsilon C \left[ \int_{D^+_R} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \bar{u}_-|^2 \, dx \right] \]
\[ + \varepsilon CR^{n-2} \left[ \left( \int_{S_{tR}} M(\bar{u}_+)^q \, d\sigma \right)^{\frac{2}{q}} + \mu \left( \int_{S_{tR}} M(\bar{u}_-)^q \, d\sigma \right)^{\frac{2}{q}} \right] \]
\[ + \int_{S_{tR}} \left| \langle \partial_\nu^\lambda(\bar{u}_+, \pi_+), \bar{u}_+ \rangle - \mu \langle \partial_\nu^\lambda(\bar{u}_-, \pi_-), \bar{u}_- \rangle \right| \, d\sigma. \] (6.16)

Next, we claim that (6.16) can be improved to

\[ \int_{D^+_R} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \bar{u}_-|^2 \, dx \]
\[ \leq \frac{C_\varepsilon}{R^2(t-s)^2} \left[ \int_{D^+_R} |\bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\bar{u}_-|^2 \, dx \right] \]
\[ + \varepsilon C \left[ \int_{D^+_R} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \bar{u}_-|^2 \, dx \right] \]
\[ + \varepsilon CR^{n-2} \left[ \left( \int_{S_{tR}} M(\bar{u}_+)^q \, d\sigma \right)^{\frac{2}{q}} + \mu \left( \int_{S_{tR}} M(\bar{u}_-)^q \, d\sigma \right)^{\frac{2}{q}} \right] \]
\[ + \int_{S_{tR}} \left| \langle \partial_\nu^\lambda(\bar{u}_+, \pi_+), \bar{u}_+ \rangle - \mu \langle \partial_\nu^\lambda(\bar{u}_-, \pi_-), \bar{u}_- \rangle \right| \, d\sigma. \] (6.17)

For $|\lambda| < 1$, this follows by (4.16). For $\lambda = 1$, (6.17) can be justified using the following version of Korn’s inequality which we will prove in § 11.4.

**Lemma 6.3** [Korn’s inequality]

Let $D \subset \mathbb{R}^n$, $n \geq 2$, be a bounded Lipschitz domain of diameter $R$ and assume that $1 < p < \infty$. Then there exists a finite, positive constant $C$ which depends on $p$ and the Lipschitz character of $D$ but not on $R$, such that

\[ \|\nabla \bar{u}\|_{L^p(D)} \leq C \left\{ \|\nabla \bar{u} + \nabla \bar{u}^T\|_{L^p(D)} + R^{-1} \|\bar{u}\|_{L^p(D)} \right\}, \] (6.18)

uniformly for $\bar{u} \in L^p_1(D)$. 
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Next, we state another useful result.

**Lemma 6.4 [Hole Filling Lemma]**
For any $0 < \theta < 1$, $\alpha > 0$, and any non-decreasing functions $A$ and $B$, if $f$ is locally bounded and

$$f(s) \leq (t-s)^{-\alpha}A(t) + B(t) + \theta f(t) \quad \text{whenever } \tau_0 \leq s < t \leq \tau_1,$$

then

$$f(s) \leq C[(t-s)^{-\alpha}A(t) + B(t)] \quad \text{whenever } \tau_0 \leq s < t \leq \tau_1.$$  

For a proof of the Hole Filling Lemma, see the Appendix. Now Lemma 6.2 follows by choosing $\epsilon$ small enough in (6.17) and applying the Hole Filling Lemma.

Our next result is a local estimate for $\nabla \tilde{u}_\pm$ on the boundary.

**Lemma 6.5** Let $\mu \in [0, 1)$. Then there exists $C > 0$ such that

$$\int_{S_{2R}} (|\nabla \tilde{u}_+|^2 + \mu |\nabla \tilde{u}_-|^2) \, d\sigma$$

$$\leq \frac{C}{(1-R)^\mu} \int_{2R} \left( \mu|\nabla \tan \tilde{u}_+ - \nabla \tan \tilde{u}_-|^2 + |\partial^\lambda_\nu (\tilde{u}_+, \pi_+) - \mu \partial^\lambda_\nu (\tilde{u}_-, \pi_-)|^2 \right) \, d\sigma$$

$$+ \frac{C}{R(1-\mu)^3} \left[ \int_{D_{2R}^+} (|\nabla \tilde{u}_+|^2 + |\pi_+|^2) \, dx + \mu \int_{D_{2R}^-} (|\nabla \tilde{u}_-|^2 + |\pi_-|^2) \, dx \right].$$

Where

$$\langle \tilde{h}_s, \nu \rangle \geq 1 \quad \text{on} \quad S_{sR}, \quad |\tilde{h}_s| \leq C(\partial \Omega), \quad \text{supp} \tilde{h}_s \subseteq D_{tR}, \quad |\nabla \tilde{h}_s| \leq \frac{C}{R(t-s)}.$$  

Proof. For any $1 \leq s < t \leq 2$, there exists a smooth vector field $\tilde{h}_s^t$ such that

$$\int_{S_{2R}} |\pi_+|^2 \, d\sigma \leq \frac{C}{R(t-s)} \int_{D_{2R}^+} [|\nabla \tilde{u}_+|^2 + |\pi_+|^2] \, dx + C \int_{S_{2R}} |\nabla \tilde{u}_+|^2 \, d\sigma + \frac{1}{2} \int_{S_{2R}} |\pi_+|^2 \, d\sigma.$$  

Then from the Hole Filling Lemma, it follows that for any $1 \leq s < t \leq 2$,

$$\int_{S_{2R}} |\pi_+|^2 \, d\sigma \leq \frac{C}{R(t-s)} \int_{D_{2R}^+} [|\nabla \tilde{u}_+|^2 + |\pi_+|^2] \, dx + C \int_{S_{2R}} |\nabla \tilde{u}_+|^2 \, d\sigma.$$  

Applying Proposition 5.3 with $\tilde{h} = \tilde{h}_s^t$ also gives
\[ \int_{S \times R} \left[ A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_+) + \mu A_\lambda(\nabla \bar{u}_-, \nabla \bar{u}_-) \right] d\sigma \]

\[ \leq \frac{C}{\varepsilon(1-\mu)^2} \int_{S \times R} \left[ \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-) \right]^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \] d\sigma

\[ + \varepsilon \int_{S \times R} \left[ \nabla \bar{u}_+ \right]^2 + |\pi_+|^2 + \mu |\nabla \bar{u}_-|^2 + \mu |\pi_-|^2 \] d\sigma

\[ + \frac{C}{(1-\mu)^2} \frac{1}{R(s-t)} \left[ \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_+|^2 + |\pi_+|^2) dx + \mu \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_-|^2 + |\pi_-|^2) dx \right]. \] (6.25)

which holds for any \( 1 \leq s < t \leq 2 \). Consider the case \( \lambda = 1 \). Now, fix \( 1 \leq s < t \leq 2 \), and let \( t' = \frac{1}{2}(s+t) \) and \( s' = \frac{1}{2}(s+t') \). Then \( 1 \leq s < s' < t' < t \leq 2 \), and also \( s' - s' \sim t' - s' \sim t - t' \sim t - s \).

Then since \( A_1(\nabla \bar{u}_+, \nabla \bar{u}_+) = \frac{1}{2} |\nabla \bar{u}_+|^2 + |\nabla \bar{u}_+|^2 \), applying Proposition 5.4 with \( \bar{h} = \bar{h}_{s'} \) gives

\[ \int_{S \times R} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \leq \frac{C}{\varepsilon(1-\mu)^2} \int_{S \times R} \left[ A_1(\nabla \bar{u}_+, \nabla \bar{u}_+) + \mu A_1(\nabla \bar{u}_-, \nabla \bar{u}_-) \right] d\sigma

\[ + \frac{C}{(1-\mu)^2} \frac{1}{R(s-t)} \left[ \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_+|^2 + |\pi_+|^2) dx + \mu \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_-|^2 + |\pi_-|^2) dx \right]. \] (6.26)

Combining (6.26) with (6.25) where \( s \) and \( t \) are replaced by \( s' \) and \( t' \) and \( \varepsilon \) is replaced by \( \varepsilon^2(1-\mu)^2 \) and also invoking (6.24) with \( s \) replaced by \( t' \) gives

\[ \int_{S \times R} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \leq \frac{C}{\varepsilon^3(1-\mu)^2} \int_{S \times R} \left[ \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-) \right]^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \] d\sigma

\[ + \varepsilon C \int_{S \times R} \left[ |\nabla \bar{u}_+|^2 + |\pi_+|^2 + \mu |\nabla \bar{u}_-|^2 + \mu |\pi_-|^2 \right] d\sigma

\[ + \frac{C}{(1-\mu)^2} \frac{1}{R(t' - s)} \left[ \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_+|^2 + |\pi_+|^2) dx + \mu \int_{D_{\bar{t}'R}} (|\nabla \bar{u}_-|^2 + |\pi_-|^2) dx \right]

\[ \leq \frac{C}{\varepsilon^3(1-\mu)^2} \int_{S \times R} \left[ \partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-) \right]^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \] d\sigma
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\[ + \varepsilon C \int_{S_{1R}} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \]

\[ + \frac{C}{(1-\mu)^3} \int_{R(t-s)} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) dx + \mu \int_{D^+_{1R}} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) dx \] \quad (6.27)

Since (6.27) holds for every \(1 \leq s < t \leq 2\), after choosing \(\varepsilon\) small enough, applying the Hole Filling Lemma gives

\[ \int_{S_{sR}} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] \]

\[ \leq \frac{C}{(1-\mu)^3} \int_{S_{1R}} \left[ |\partial_\nu^1(\bar{u}_+, \pi_+) - \mu \partial_\nu^1(\bar{u}_-, \pi_-)\|^2 + \mu |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 \right] d\sigma \]

\[ + \frac{C}{(1-\mu)^3} \int_{D^+_{1R}} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) dx + \mu \int_{D^+_{1R}} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) dx \] \quad (6.28)

which holds for any \(1 \leq s < t \leq 2\). This is enough to prove the lemma in the case \(\lambda = 1\). For \(|\lambda| < 1\), there exists \(C_\lambda > 0\) such that \(|\nabla \bar{u}_+|^2 \leq C_\lambda A_\lambda(\nabla \bar{u}_+, \nabla \bar{u}_-)\). In this case, (6.28) is not needed, and the lemma follows more directly by combining (6.25) and (6.24) and using the Hole Filling Lemma as above.

The previous lemma also implies the following.

**Lemma 6.6** Let \(\mu \in [0, 1)\). Then there exists \(C > 0\) such that

\[ \int_{S_{sR}} \left[ |\nabla \bar{u}_+|^2 + \mu |\nabla \bar{u}_-|^2 \right] d\sigma \]

\[ \leq \frac{C}{(1-\mu)^3} \int_{S_{1R}} \left( |\nabla_{\tan} \bar{u}_+ - \nabla_{\tan} \bar{u}_-|^2 + \mu |\partial_\nu^\lambda(\bar{u}_+, \pi_+) - \partial_\nu^\lambda(\bar{u}_-, \pi_-)|^2 \right) d\sigma \]

\[ + \frac{C}{R(1-\mu)^3} \int_{D^+_{1R}} \left( |\nabla \bar{u}_+|^2 + |\pi_+|^2 \right) dx + \mu \int_{D^+_{1R}} \left( |\nabla \bar{u}_-|^2 + |\pi_-|^2 \right) dx \] \quad (6.29)

**Proof.** For \(\mu \in (0, 1)\), this lemma follows by reversing the roles of \(\Omega_+\) and \(\Omega_-\), applying Lemma 6.5 to the functions

\[ \bar{v}_+ = \mu \bar{u}_- , \quad \rho_+ = \mu \pi_- , \quad \bar{v}_- = \bar{u}_+ , \quad \rho_- = \pi_+ \] \quad (6.30)

and then dividing by \(\mu\). For \(\mu = 0\), the lemma follows by simply taking the limit as \(\mu \to 0^+\).
6.2 Reverse Hölder estimates

This section will be devoted to proving the following result.

**Lemma 6.7 [Reverse Hölder Inequality]**

Let \( a \in (1, 2] \) and let \( D_s \subseteq \mathbb{R}^n, n \geq 2 \), be a family of Lipschitz domains such that

\[
diam(D_s) \sim s \sim |D_s|^{\frac{1}{n}} \quad \text{and} \quad D_s \subseteq D_t \quad \text{for} \quad s < t.
\]  

(6.31)

If \( u \in C^1(\mathbb{R}^n) \) satisfies

\[
\int_{D_s} |\nabla u|^2 \, dx \leq \frac{C}{(t-s)^2} \int_{D_t} |u|^2 \, dx \quad \text{for every} \quad \tau \leq s < t \leq a\tau,
\]  

(6.32)

then for any \( p > 0 \) and there exists \( C = C(p,a) > 0 \) such that

\[
\left( \int_{D_s} |u|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{D_{a\tau}} |u|^p \, dx \right)^{\frac{1}{p}}.
\]  

(6.33)

**Proof.** For \( p \geq 2 \), the lemma follows from Hölder’s inequality. Assume \( 0 < p < 2 \). By dilation, it is enough to consider the case when

\[
\int_{D_1} |u|^p \, dx = 1,
\]  

(6.34)

and to show that there exists a constant \( C > 0 \) such that

\[
\int_{D_{1/a}} |u|^2 \, dx \leq C.
\]  

(6.35)

Assume

\[
\int_{D_{1/a}} |u|^2 \, dx \geq 1.
\]  

(6.36)

Fix \( \frac{2n}{n+2} < q < 2 \). By the Gagliardo-Nirenberg-Sobolev inequality, there exists a finite, positive constant \( C = C(n, q) \) such that

\[
\left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\frac{n-q}{nq}} \leq C \left[ s \left( \int_{D_s} |\nabla u|^q \, dx \right)^{\frac{1}{q}} + \left( \int_{D_s} |u|^q \, dx \right)^{\frac{1}{q}} \right].
\]  

(6.37)

After dilation, we are in the case when \( \tau = \frac{1}{a} \), and so after applying Hölder’s inequality and (6.32) in (6.37), we have for \( \frac{1}{a} < s < t < 1 \),

\[
\left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\frac{n-q}{nq}} \leq C \left[ s \left( \int_{D_s} |\nabla u|^q \, dx \right)^{\frac{1}{q}} + \left( \int_{D_s} |u|^q \, dx \right)^{\frac{1}{q}} \right]
\]  

\[
\leq C \left[ s^2 \frac{1}{s^n} \frac{1}{(t-s)^2} \int_{D_t} |u|^2 \, dx + \frac{1}{s^n} \int_{D_t} |u|^2 \, dx \right]^{\frac{1}{2}}.
\]  

(6.38)

Using the fact that \( \frac{1}{a} < s < 1 \) in (6.38) then gives
\[
\left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\frac{n-q}{nq}} \leq C a^{\alpha} \frac{1}{(t-s)^{2}} \left( \int_{D_t} |u|^2 \, dx \right)^{\frac{1}{2}}
\]

\[
\leq C a^{\alpha} \left( \frac{1}{(t-s)^{2}} \right)^{\frac{1}{2}} \left( \int_{D_t} |u|^2 \, dx \right)^{\frac{1}{2}}
\]

\[
\leq \frac{Ca^{\alpha}}{(t-s)} \left( \int_{D_t} |u|^2 \, dx \right)^{\frac{1}{2}}.
\]

(6.39)

Define \( I(s) := \left( \int_{D_s} |u|^2 \, dx \right)^{\frac{1}{2}} \), and choose \( \alpha \in \left( 0, \frac{2(n-q)}{nq} \right) \) such that \( \frac{nq}{n-q} \alpha + p(1-\alpha) = 2 \). Then by Hölder’s inequality,

\[
I(s)^2 = \int_{D_s} |u|^2 \, dx = \int_{D_s} |u|^\frac{nq}{n-q} |u|^{p(1-\alpha)} \, dx
\]

\[
\leq \left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\alpha} \left( \int_{D_s} |u|^p \, dx \right)^{1-\alpha} \leq C \left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\alpha},
\]

and so by (6.39),

\[
I(s)^{\frac{2(n-q)}{nq}} \leq C \left( \int_{D_s} |u|^{\frac{nq}{n-q}} \, dx \right)^{\frac{n-q}{nq}} \leq C \frac{1}{t-s} \left( \int_{D_t} |u|^2 \, dx \right)^{\frac{1}{2}} = C \frac{1}{t-s} I(t).
\]

(6.41)

From (6.41), it follows that

\[
\ln I(s) \leq C \theta + \theta \ln I(t) - \theta \ln(t-s).
\]

(6.42)

where \( \theta := \frac{nq\alpha}{2(n-q)} \in (0, 1) \). In particular, if we let \( t = s^\gamma \) for some \( \theta < \gamma < 1 \), then

\[
\ln I(s) \leq C \theta + \theta \ln I(s^\gamma) - \theta \ln(s^\gamma - s).
\]

(6.43)

Integrating (6.43) over \( s \in \left[ \frac{1}{a}, 1 \right] \) against \( ds \) against \( \frac{ds}{s} \) gives

\[
\int_{1/a}^{1} \ln I(s) \frac{ds}{s} \leq C \theta + \theta \int_{1/a}^{1} \ln I(s^\gamma) \frac{ds}{s} - \theta \int_{1/a}^{1} \ln(s^\gamma - s) \frac{ds}{s}.
\]

(6.44)

By a change of variables, we can write

\[
\theta \int_{1/a}^{1} \ln I(s^\gamma) \frac{ds}{s} = \gamma^{-1} \theta \int_{(1/a)^\gamma}^{1} \ln I(s) \frac{ds}{s} \leq \gamma^{-1} \theta \int_{1/a}^{1} \ln I(s) \frac{ds}{s},
\]

(6.45)

after which (6.44) becomes

\[
(1 - \gamma^{-1} \theta) \int_{1/a}^{1} \ln I(s) \frac{ds}{s} \leq C(\theta, \gamma).
\]

(6.46)

Since \( I(s) \) is non-decreasing,

\[
(1 - \gamma^{-1} \theta)(1 - \frac{1}{a}) \ln I(\frac{1}{a}) \leq (1 - \gamma^{-1} \theta) \int_{1/a}^{1} \ln I(s) \frac{ds}{s} \leq C(\theta, \gamma),
\]

(6.47)
which implies that

\[ I(\frac{1}{a}) \leq e^{C(\theta, \gamma, a)} = C(\partial \Omega, p, a). \]  \hspace{1cm} (6.48)

Thus, the lemma holds. \hfill \Box

7 The transmission problem in two and three dimensions

The goal of this chapter is to establish the atomic theory for the transmission problems (4.155), (4.156) in the case when \( \Omega \) is a graph Lipschitz domain in \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \). In practice, proving that \( (T_\mu^+) \) is well-posed for arbitrary graph Lipschitz domains automatically implies that \( (T_\mu^-) \) is well-posed for arbitrary graph Lipschitz domains because of the symmetry of the geometry. With this in mind, in subsequent work we will often drop the sign and just refer to the transmission problems as \( (T_\mu) := (T_\mu^+) \) and \( (T_\mu)^* := (T_\mu^+)^* \).

Assume \( \Omega \subset \mathbb{R}^n \) is a graph Lipschitz domain, and set \( \Omega_+ := \Omega, \Omega_- := \mathbb{R}^n \setminus \overline{\Omega} \). We will prove that there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that \( (T_\mu) \) and \( (T_\mu)^* \) are well-posed for every \( \mu \in [0, 1) \) and for

\[
\begin{align*}
\frac{2}{3} - \varepsilon < p < 2 + \varepsilon, & \quad n = 2, \\
1 - \varepsilon < p < 2 + \varepsilon, & \quad n = 3.
\end{align*}
\] \hspace{1cm} (7.1) \hspace{1cm} (7.2)

With the case when \( p \) is near 2 well understood, we will first establish well-posedness for \( p \leq 1 \), and then use interpolation to handle the case \( 1 < p < 2 \).

7.1 Uniqueness

Recall (4.155), (4.156). In this section, we will prove a few uniqueness results.

**Theorem 7.1** Let \( \Omega \) be as above, \( n \geq 2, \mu \in [0, 1) \), and fix \( \frac{n-1}{n} < p < n - 1 \). Assume that there exists \( 1 < q < n - 1 \) with the following properties:

\[
\begin{align*}
(i) \quad & \frac{n}{n-1} < \frac{1}{p} + \frac{1}{q} \leq \frac{n+1}{n-1}; \\
(ii) \quad & \text{for any } \vec{f} \in L^q(\partial \Omega), \vec{g} \in \tilde{L}_1^q(\partial \Omega), \text{ a solution of } (T_\mu)^* \text{ with data } (\vec{f}, \vec{g}) \text{ exists.}
\end{align*}
\] \hspace{1cm} (7.3) \hspace{1cm} (7.4)

Then if \( (\vec{u}_\pm, \pi_\pm) \) solves the homogeneous version of \( (T_\mu)^* \), the functions \( \vec{u}_+, \pi_+, \mu \vec{u}_-, \mu \pi_- \) must be constant. Moreover, the same result holds if we replace \( (T_\mu)^* \) with \( (T_\mu) \).

First, we record an auxiliary result, whose proof is given in the appendix.

**Lemma 7.2** [Hardy’s estimate]

Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be the domain lying above the graph of a Lipschitz function \( \varphi \). Assume \( w \) is biharmonic in \( \Omega \) and \( M(\nabla w) \in L^p(\partial \Omega) \) for some \( p < n - 1 \). Then there exist constants \( c = c(w) \in \mathbb{R} \) and \( C = C(\partial \Omega) > 0 \) such that

\[
\|M(w - c)\|_{L^p(\partial \Omega)} \leq C\|M(\nabla w)\|_{L^p(\partial \Omega)} \quad \text{where} \quad \frac{1}{p^*} = \frac{1}{p} - \frac{1}{n - 1}.
\] \hspace{1cm} (7.5)
Proof of Theorem 7.1. Assume \((\vec{u}_\pm, \pi_\pm)\) satisfy

\[
\Delta \vec{u}_\pm = \nabla \pi_\pm, \quad \text{div} \, \vec{u}_\pm = 0 \text{ in } \Omega_\pm, \quad M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega),
\] (7.6)

along with

\[
\vec{u}_+ \big|_{\partial \Omega} = \vec{u}_- \big|_{\partial \Omega}, \quad \partial^\nu_\rho (\vec{u}_+, \pi_+) = \mu \partial^\nu_\rho (\vec{u}_-, \pi_-) \quad \text{on } \partial \Omega.
\] (7.7)

Applying Lemma 7.2 to \(\vec{u}_\pm\), there exists \(\vec{c}_\pm \in \mathbb{R}^n\) such that \(M(\vec{u}_\pm - \vec{c}_\pm) \in L^{p^*}(\partial \Omega)\) where \(\frac{1}{p} = \frac{1}{p^*} - \frac{1}{n-1}\). Using the first transmission boundary condition in (7.7),

\[
\vec{c}_- - \vec{c}_+ = (\vec{u}_+ - \vec{c}_+) - (\vec{u}_- - \vec{c}_-) \big|_{\partial \Omega} \in L^{p^*}(\partial \Omega),
\] (7.8)

and so \(\vec{c}_+ = \vec{c}_- =: \vec{c}\). Let us re-define \(\vec{u}_\pm - \vec{c}\) by \(\vec{u}_\pm\) and then we will show that \(\vec{u}_\pm \equiv 0\) and \(\mu \vec{u}_- \equiv 0\). Fix \(x_o \in \mathbb{R}^n \setminus \partial \Omega\) and \(\vec{b} \in \mathbb{R}^n\). Also, let

\[
\vec{v} := E(\cdot - x_o)\vec{b} \quad \text{and} \quad \vec{q} := \vec{q}(\cdot - x_o) \cdot \vec{b},
\] (7.9)

where \(E\) and \(\vec{q}\) are as before. Then \((\vec{v}, \vec{q})\) satisfies

\[
\begin{cases}
\Delta \vec{v} - \nabla \vec{q} = 0 & \text{in } \mathbb{R}^n \setminus \{x_o\}, \\
\text{div} \, \vec{v} = 0 & \text{in } \mathbb{R}^n.
\end{cases}
\] (7.10)

We also have that \(\partial^\nu_\rho (\vec{v}, \vec{q}) \in \bigcap_{r>1} L^r(\partial \Omega)\) and so by (7.4), we can find \((\vec{w}_\pm, \rho_\pm)\) that solves

\[
\begin{cases}
\Delta \vec{w}_\pm = \nabla \rho_\pm & \text{in } \Omega_\pm, \\
\text{div} \, \vec{w}_\pm = 0 & \text{in } \Omega_\pm, \\
\vec{w}_+ \big|_{\partial \Omega} = \vec{w}_- \big|_{\partial \Omega}, \\
\partial^\nu_\rho (\vec{w}_+, \rho_+) - \mu \partial^\nu_\rho (\vec{w}_-, \rho_-) = (1 - \mu) \partial^\nu_\rho (\vec{v}, \vec{q}) \in L^q(\partial \Omega), \\
M(\nabla \vec{w}_\pm), M(\rho_\pm) \in L^q(\partial \Omega).
\end{cases}
\] (7.11)

Notice also that, by subtracting an appropriate constant as before, we can even choose \(\vec{w}_\pm\) so that \(M(\vec{w}_\pm) \in L^{q^*}(\partial \Omega)\). Then the functions

\[
\vec{G}_\pm := \vec{w}_\pm - \vec{v} \quad \text{and} \quad g_\pm := \rho_\pm - \vec{q},
\] (7.12)

must satisfy

\[
\begin{cases}
\Delta \vec{G}_\pm = \nabla g_\pm & \text{in } \Omega_\pm \setminus \{x_o\}, \\
\text{div} \, \vec{G}_\pm = 0 & \text{in } \Omega_\pm, \\
\vec{G}_+ \big|_{\partial \Omega} = \vec{G}_- \big|_{\partial \Omega}, \\
\partial^\nu_\rho (\vec{G}_+, g_+) = \mu \partial^\nu_\rho (\vec{G}_-, g_-), \\
M(\nabla \vec{G}_\pm), M(g_\pm) \in L^q(\partial \Omega).
\end{cases}
\] (7.13)
Fix $R > 0$, and let $\psi \in C^\infty$ be such that
\[
\begin{cases}
\text{supp } \psi \subseteq B_{2R}(x_0), \\
\psi \equiv 1 \text{ on } B_R(x_0), \\
\|\nabla \psi\|_{L^\infty} \leq \frac{C}{R}, \\
\|\nabla^2 \psi\|_{L^\infty} \leq \frac{C}{R^2}.
\end{cases}
\] (7.14)

Applying the integration by parts formula (4.7) to $(\vec{G}_\pm, g_\pm)$ and $(\psi \vec{u}_\pm, \psi \pi_\pm)$ gives
\[
\int_{\Omega_\pm} \langle L_\lambda \vec{G}_\pm - \nabla g_\pm, \psi \vec{u}_\pm \rangle \, dx \\
= \pm \int_{\partial \Omega} \left[ \langle \partial_\nu (\vec{G}_\pm, g_\pm), \psi \vec{u}_\pm \rangle - \langle \partial_\nu (\psi \vec{u}_\pm, \psi \pi_\pm), \vec{G}_\pm \rangle \right] \, d\sigma + \int_{\Omega_\pm} \langle L_\lambda (\psi \vec{u}_\pm) - \nabla (\psi \pi_\pm), \vec{G}_\pm \rangle \, dx \\
+ \int_{\Omega_\pm} \left[ g_\pm \text{div } (\psi \vec{u}_\pm) - \pi \psi (\text{div } \vec{G}) \right] \, dx \\
= \pm \int_{\partial \Omega} \left[ \langle \partial_\nu (\vec{G}_\pm, g_\pm), \psi \vec{u}_\pm \rangle - \langle (\partial_\nu \psi) \vec{u}_\pm + \psi \partial_\nu (\vec{u}_\pm, \pi_\pm), \vec{G}_\pm \rangle \right] \, d\sigma \\
+ \int_{\Omega_\pm} \left\{ -\langle \pi \nabla \psi, \vec{G}_\pm \rangle + g_\pm \left[ \psi (\text{div } \vec{u}_\pm) + \langle \vec{u}_\pm, \nabla \psi \rangle \right] - \pi \psi (\text{div } \vec{G}_\pm) \right\} \, dx. \tag{7.15}
\]

Let us set $\vec{u} := \vec{u}_\pm$ in $\Omega_\pm$, $\pi := \pi_\pm$ in $\Omega_\pm$, with similar conventions for $\vec{G}$, $g$ and $\vec{w}$, $\rho$. If we now multiply the minus version of (7.15) by $\mu$ and add it to the plus version, and then use (7.7) and (7.13), we obtain
\[
\left| \int_{\Omega_+} \langle L_\lambda \vec{G}_+ - \nabla g_+, \psi \vec{u}_+ \rangle \, dx + \mu \int_{\Omega_-} \langle L_\lambda \vec{G}_- - \nabla g_-, \psi \vec{u}_- \rangle \, dx \right| \\
\leq \int_{\partial \Omega} |\langle \partial_\nu \psi \rangle \vec{u}, \vec{G} \rangle| \, d\sigma \quad \text{and} \quad \int_{\mathbb{R}^n \setminus \partial \Omega} \left| \langle 2(\nabla \vec{u})^\top \nabla \psi + \vec{u} \Delta \psi + \lambda \left( (\nabla \vec{u}) \nabla \psi + (\nabla^2 \psi) \vec{u} \right), \vec{G} \rangle \right| \, dx \\
+ \int_{\mathbb{R}^n \setminus \partial \Omega} \left| |\pi \nabla \psi, \vec{G} \rangle + |g| \langle \vec{u}, \nabla \psi \rangle | \right. \, dx. \tag{7.16}
\]

Define $A_R := B_{2R}(x_0) \setminus B_R(x_0)$ and $S_R := A_R \cap \partial \Omega$. Then using (7.14),
\[
\begin{align*}
\left| \int_{\Omega_+} \langle L_\lambda \tilde{G}^+ - \nabla g^+ \cdot \psi \tilde{u}^+ \rangle \, dx + \mu \int_{\Omega_-} \langle L_\lambda \tilde{G}^- - \nabla g^- \cdot \psi \tilde{u}^- \rangle \, dx \right| \\
\quad \leq \frac{C}{R} \int_{S_R} |\tilde{u}| |\tilde{G}| + \frac{C}{R} \int_{A_R} |\nabla \tilde{u}| |\tilde{G}| + \frac{C}{R} \int_{A_R} |\pi| |\tilde{G}| + \frac{C}{R^2} \int_{A_R} |\tilde{u}| |\tilde{G}| \\
\quad =: I + II + III + IV + V.
\end{align*}
\] (7.17)

It also follows by direct calculation that

\[
|\tilde{v}| \leq \frac{C}{R^{n-2}} \quad \text{and} \quad |\tilde{q}| \leq \frac{C}{R^{n-1}} \quad \text{on} \ A_R.
\] (7.18)

We will also need the following lemma which is proved in [31].

**Lemma 7.3** For every Lipschitz domain \( \Omega \subseteq \mathbb{R}^n \), \( n \geq 2 \) (assumed to be either bounded or of graph type) and any number \( p > 0 \), there exists a finite constant \( C = C(\Omega, p) > 0 \) such that the estimate

\[
\|u\|_{L^{p/(n-1)}(\Omega)} \leq C \|M(u)\|_{L^p(\partial \Omega)},
\] (7.19)

holds for every continuous function \( u \) in \( \Omega \).

Applying Lemma 7.3 to the functions \( \tilde{u}, \nabla \tilde{u}, \pi, \tilde{w}, \nabla \tilde{w} \), and \( \rho \) allows us to conclude that

\[
\nabla \tilde{u}, \pi \in L^{\frac{p}{n-1}}(\Omega_\pm), \ \nabla \tilde{w}, \rho \in L^{\frac{q}{n-1}}(\Omega_\pm), \ \tilde{u} \in L^{\frac{p}{n-1}}(\Omega_\pm), \ \text{and} \ \tilde{w} \in L^{\frac{q}{n-1}}(\Omega_\pm).
\] (7.20)

Combining (7.18) and (7.20), we see that there exists \( C > 0 \) independent of \( R \) such that for \( R > 1 \), the following estimates hold:

\[
\|\tilde{G}\|_{L^{\frac{q}{n-1}}(A_R)} \leq \|\tilde{u}\|_{L^{\frac{q}{n-1}}(A_R)} + \|\tilde{v}\|_{L^{\frac{q}{n-1}}(A_R)} \\
\quad \leq C + \frac{C}{Rn-2}(R^n)\frac{n-1}{q-1} \leq C(1 + R^{(n-1)(\frac{1}{q}-1)}) \leq C,
\] (7.21)

\[
\|\tilde{G}\|_{L^q(S_R)} \leq \|M(\tilde{w})\|_{L^q(S_R)} + \|\tilde{v}\|_{L^q(S_R)} \\
\quad \leq C + \frac{C}{Rn-2}(R^{n-1})\frac{1}{q} \leq C(1 + R^{(n-1)(\frac{1}{q}-1)}) \leq C,
\] (7.22)

\[
\|g\|_{L^{\frac{q}{n}}(A_R)} \leq \|\rho\|_{L^{\frac{q}{n}}(A_R)} + \|\tilde{q}\|_{L^{\frac{q}{n}}(A_R)} \\
\quad \leq C + \frac{C}{R^{n-1}}(R^n)\frac{n-1}{q} \leq C(1 + R^{(n-1)(\frac{1}{q}-1)}) \leq C.
\] (7.23)

It follows from (7.3) that
\[
\frac{1}{p^*} + \frac{1}{q} = \frac{1}{p} + \frac{1}{q}^* \leq \frac{n}{n-1} \quad \text{and} \quad \frac{1}{p^*} + \frac{1}{q^*} \leq 1, \quad (7.24)
\]
and so we can define \( \beta > 0 \) by
\[
\beta := \frac{1}{p} + \frac{1}{q} - \frac{n}{n-1} = \frac{1}{p^*} + \frac{1}{q} - 1 = \frac{1}{p^*} + \frac{1}{q^*} - 1 = \frac{1}{p^*} + \frac{1}{q^*} - \frac{n-2}{n-1}. \quad (7.25)
\]

Returning to (7.17), by (7.20)-(7.23) and Hölder’s inequality, we have that as \( R \to \infty \),
\[
I \leq \frac{C}{R} \left( \int_{S_R} |M(\bar{u})^{p^*} \right)^{\frac{1}{p^*}} \left( \int_{S_R} |\tilde{G}|^q \right)^{\frac{1}{q^*}} (R^{n-1})^{1 - \frac{1}{p^*} - \frac{1}{q^*}} \leq CR^{-\beta(n-1)} \to 0,
\]
\[
II \leq \frac{C}{R} \left( \int_{A_R} |\nabla \bar{u}|^{\frac{p}{n-1}} \right)^{\frac{n-1}{p}} \left( \int_{A_R} |\tilde{G}|^{\frac{q}{n-1}} \right)^{\frac{n-1}{q}} (R^n)^{1 - \frac{n-1}{p} - \frac{n-1}{q}} \leq CR^{-\beta(n-1)} \to 0,
\]
\[
III \leq \frac{C}{R} \left( \int_{A_R} |\bar{u}|^{\frac{p}{n-1}} \right)^{\frac{n-1}{p}} \left( \int_{A_R} |\tilde{G}|^{\frac{q}{n-1}} \right)^{\frac{n-1}{q}} (R^n)^{1 - \frac{n-1}{p} - \frac{n-1}{q}} \leq CR^{-\beta(n-1)} \to 0,
\]
\[
IV \leq \frac{C}{R} \left( \int_{A_R} |\bar{u}|^{\frac{p}{n-1}} \right)^{\frac{n-1}{p}} \left( \int_{A_R} |g|^{\frac{q}{n-1}} \right)^{\frac{n-1}{q}} (R^n)^{1 - \frac{n-1}{p} - \frac{n-1}{q}} \leq CR^{-\beta(n-1)} \to 0, \quad \text{and}
\]
\[
V \leq \frac{C}{R^2} \left( \int_{A_R} |\bar{u}|^{\frac{p}{n-1}} \right)^{\frac{n-1}{p}} \left( \int_{A_R} |\tilde{G}|^{\frac{q}{n-1}} \right)^{\frac{n-1}{q}} (R^n)^{1 - \frac{n-1}{p} - \frac{n-1}{q}} \leq CR^{-\beta(n-1)} \to 0. \quad (7.26)
\]

Hence, from (7.16),
\[
\int_{\Omega_+} \langle \mathcal{L}_\lambda \tilde{G}^+ - \nabla g^+, \psi \bar{u}^+ \rangle \, dx + \mu \int_{\Omega_-} \langle \mathcal{L}_\lambda \tilde{G}^- - \nabla g^-, \psi \bar{u}^- \rangle \, dx = 0. \quad (7.27)
\]

As a direct consequence of the particular construction of the functions \((\tilde{G}, g)\) as a fundamental solution for the Stokes system, it follows that
\[
\int_{R^n \setminus \partial \Omega} \langle \mathcal{L}_\lambda \tilde{G} - \nabla g, \bar{u} \psi \rangle \, dx = \langle \bar{u}(x_0), \bar{b} \rangle. \quad (7.28)
\]

If \( x_0 \in \Omega_+ \), then \( L_\lambda \tilde{G}^+ - \nabla g^+ = 0 \) in \( \Omega_- \) and so from (7.27) and (7.28), \( \langle \bar{u}^+(x_0), \bar{b} \rangle = 0 \). Then since this holds for every \( x_0 \in \Omega_+ \) and \( \bar{b} \in R^n \), we must have \( \bar{u}^+ \equiv 0 \). Similarly, if we instead consider the case when \( x_0 \in \Omega_- \), it follows that \( \mu \bar{u}^- \equiv 0 \).

If we instead assume that \((\bar{u}_\pm, \pi_\pm)\) solves the homogeneous version of \((T_\mu)\), then (7.7) will be replaced by
\[
\bar{u}_+ \bigg|_{\partial \Omega} = \mu \bar{u}_- \bigg|_{\partial \Omega}, \quad \partial_\nu \bar{u}_+ = \partial_\nu (\bar{u}_-, \pi_-) \quad \text{on} \quad \partial \Omega. \quad (7.29)
\]
Proceeding in a similar fashion as before, this time we can use the hypothesis to construct functions \((\tilde{G}_\pm, g_\pm)\) that satisfy
\[
\begin{cases}
\Delta \bar{G}_\pm = \nabla g_\pm \text{ in } \Omega_\pm \setminus \{x_0\}, \\
\text{div } \bar{G}_\pm = 0 \text{ in } \Omega_\pm \\
\bar{G}_+|_{\partial\Omega} = \mu \bar{G}_-|_{\partial\Omega}, \\
\partial^\nu_\mu(\bar{G}_+, g_+) = \partial^\nu_\mu(\bar{G}_-, g_-), \\
M(\nabla \bar{G}_\pm), M(g_\pm) \in L^q(\partial\Omega),
\end{cases}
(7.30)
\]

along with (7.28). The rest of the proof follows similarly to the previous argument, except this time we use (7.29) and (7.30) in place of (7.7) and (7.13). This concludes the proof. \(\square\)

Although the previous theorem is stated for \(n \geq 3\), it will be most useful when \(n = 3\), since in this case, if \(\frac{2}{3} < p \leq 1\), we can always find \(q\) close enough to 2 that satisfies (7.3)-(7.4). Since we are also concerned with the two dimensional case, we will need the following result (the reader is advised to revisit the conventions made at the beginning of § 7):

**Lemma 7.4** Let \(\Omega \subset \mathbb{R}^2\) be a graph Lipschitz domain and set \(\Omega_+ := \Omega\), \(\Omega_- := \mathbb{R}^n \setminus \tilde{\Omega}\). For \(\mu \in [0, 1)\) and \(\frac{1}{2} < p < 1\) fixed, assume that \((\bar{u}_\pm, \pi_\pm)\) solve the homogeneous version of either \((T_\mu)\) or \((T_\mu)^*\). Then the functions \(\bar{u}_+, \pi_+, \mu \bar{u}_-,\) and \(\mu \pi_-\) are constant.

**Proof.** Since \(M(\nabla \bar{u}_\pm) \in L^p(\partial\Omega)\), after subtracting a suitable constant from \(\bar{u}_\pm\), we can conclude from Lemma 7.2 that \(M(\bar{u}_\pm) \in L^{p'}(\partial\Omega)\) where \(\frac{1}{p'} = \frac{1}{p} - 1\). Then by Lemma 7.3, the locally integrable function \(\bar{u} := \bar{u}_\pm\) in \(\Omega_\pm\) satisfies \(\bar{u} \in L^q(\mathbb{R}^2)\), where \(1/q = 1/(2p) - 1/2\). Note that \(\frac{1}{2} < p < 1\) forces \(q \in (2, \infty)\). In the same context as that of (6.6), we now have

\[
|\pi_\pm(y \pm te_n)| \leq \int_{cR}^{\infty} C s^{\frac{2}{q}} \left( \int_{B(y \pm se_n, c_s)} |u_\pm(z)|^q \, dz \right)^{1/q} \, ds \\
\leq C \|\bar{u}\|_{L^p(\mathbb{R}^2)} \int_{cR}^{\infty} \frac{ds}{s^{2+2/q}} = CR^{-1-2/q},
(7.31)
\]

(where \(C\) depends on \(\bar{u}\)), leading to

\[
\int_{B^\pm} |\pi_\pm| \, dx \leq CR^{-1-2/q},
(7.32)
\]
in place of (6.7) and, further, to

\[
\left( \int_{B(0,R) \cap \Omega_\pm} |\pi_\pm|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{B(0,R)} |
abla \bar{u}|^2 \, dx \right)^{\frac{1}{2}} + CR^{-1-2/q},
(7.33)
\]
in place of (6.5). With this in hand and by proceeding as in the proof of Lemma 6.2 we obtain that, whenever \(\mu \in [0, 1)\),

\[
\int_{B(0,R) \cap \Omega_+} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{B(0,R) \cap \Omega_-} |\nabla \bar{u}_-|^2 \, dx \leq \frac{C}{R^2} \int_{B(0,2R)} |\bar{u}|^2 \, dx + CR^{-4/q},
(7.34)
\]
which should be compared to (6.11). Using the fact that \( \tilde{u} \in L^q(\mathbb{R}^2) \) for some \( q > 2 \), allows us to estimate
\[
\frac{C}{R^2} \int_{B(0, R)} \left| \tilde{u} \right|^2 \, dx \leq CR^{-4/q},
\]
(7.35)

hence altogether
\[
\int_{B(0, R) \cap \Omega_+} |\nabla \tilde{u}_+|^2 \, dx + \mu \int_{B(0, R) \cap \Omega_-} |\nabla \tilde{u}_-|^2 \, dx \leq CR^{-4/q},
\]
(7.36)

by (7.34)-(7.35), where \( C \) is independent of \( R \). Letting \( R \to \infty \) then proves that \( \tilde{u}_+ \) is a constant in \( \Omega_+ \) and that \( \mu \tilde{u}_- \) is a constant in \( \Omega_- \).

\[
\Box
\]

### 7.2 Atomic estimates

This section will be devoted to proving the following two results. Recall the conventions made at the beginning of \( \S \) 7.

**Proposition 7.5** Assume \( \Omega \subset \mathbb{R}^n, n \geq 2, \) is a graph Lipschitz domain and fix \( \lambda \in (-1, 1] \) and \( \mu \in [0, 1) \). As usual, set \( \Omega_+ := \Omega, \Omega_- := \mathbb{R}^n \setminus \overline{\Omega} \). Assume there exists \( 1 < q < \frac{n-1}{n-2} \) such that the operators \( \pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \) are invertible on \( L^q(\partial \Omega) \) and the \( L^q \) Dirichlet problem is well-posed. Then for \( \frac{(n-1)q}{n-1+q} < p \leq 1 \), there exists \( C > 0 \) such that for any \( \tilde{f} \in H^p_{at}(\partial \Omega) \) and \( \tilde{g} \in H^1_{at}(\partial \Omega) \), there exist functions \( (\tilde{u}_\pm, \pi_\pm) \) that solve \( (T_\mu)^* \) (cf. (4.155) and the discussion in the beginning of \( \S \) 7) and satisfy

\[
\| M(\nabla \tilde{u}_+)(\partial \Omega) \|_{L^p(\partial \Omega)} + \| M(\pi_+)(\partial \Omega) \|_{L^p(\partial \Omega)}
\]
\[
+ \mu \| M(\nabla \tilde{u}_-)(\partial \Omega) \|_{L^p(\partial \Omega)} + \| M(\pi_-)(\partial \Omega) \|_{L^p(\partial \Omega)} \leq C \left( \| \tilde{g} \|_{H^1_{at}(\partial \Omega)} + \| \tilde{f} \|_{H^p_{at}(\partial \Omega)} \right)
\]
(7.37)

**Proposition 7.6** Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be a graph Lipschitz domain in \( \mathbb{R}^n, n \geq 2, \) and set \( \Omega_+ := \Omega, \Omega_- := \mathbb{R}^n \setminus \overline{\Omega} \). Also, fix \( \lambda \in (-1, 1] \) and \( \mu \in [0, 1) \). Assume there exists \( 1 < q < \frac{n-1}{n-2} \) such that the operators \( \pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \) are invertible on \( L^q(\partial \Omega) \). Then for \( \frac{(n-1)q}{n-1+q} < p \leq 1 \), there exists \( C > 0 \) such that for any \( \tilde{f} \in H^p_{at}(\partial \Omega) \) and \( \tilde{g} \in H^1_{at}(\partial \Omega) \), there exist functions \( (\tilde{u}_\pm, \pi_\pm) \) that solve \( (T_\mu)^* \) and satisfy

\[
\| M(\nabla \tilde{u}_+)(\partial \Omega) \|_{L^p(\partial \Omega)} + \| M(\pi_+)(\partial \Omega) \|_{L^p(\partial \Omega)}
\]
\[
+ \mu \| M(\nabla \tilde{u}_-)(\partial \Omega) \|_{L^p(\partial \Omega)} + \| M(\pi_-)(\partial \Omega) \|_{L^p(\partial \Omega)} \leq C \left( \| \tilde{g} \|_{H^1_{at}(\partial \Omega)} + \| \tilde{f} \|_{H^p_{at}(\partial \Omega)} \right)
\]
(7.38)

Arguing as in the proof of Theorem 5.9, to prove Proposition 7.5, we can reduce matters to considering the case when \( \tilde{g} = 0 \). We will first consider the case when \( \tilde{f} \) is a \((p, \infty)-atom\) as defined in (2.30). Fix \( p \) such that \( \frac{(n-1)q}{n-1+q} < p \leq 1 \), and let \( \tilde{a} \) be a \((p, \infty)-atom\). Since \( \tilde{a} \in L^2(\partial \Omega) \), from Lemma 5.7, we can define
\[ \vec{u}_\pm := \frac{1}{1\mp} \mathcal{S}\left(\left(-\frac{1}{2} I + K_\lambda^*\right)\right) \quad \text{in } \Omega_\pm, \]
\[ \pi_\pm := \frac{1}{1\mp} \mathcal{Q}\left(\left(-\frac{1}{2} I + K_\lambda^*\right)\right) \quad \text{in } \Omega_\pm. \] (7.39)

By Proposition 4.5, (4.29), (4.47), and (4.45), the functions \((\vec{u}_\pm, \pi_\pm)\) will satisfy
\[
\begin{cases}
\Delta \vec{u}_\pm = \nabla \pi_\pm & \text{in } \Omega_\pm, \\
\text{div } \vec{u}_\pm = 0 & \text{in } \Omega_\pm, \\
\vec{u}_+ \big|_{\partial \Omega} = \vec{u}_- \big|_{\partial \Omega}, \\
\partial_\nu^\lambda (\vec{u}_+, \pi_+) - \mu \partial_\nu^\lambda (\vec{u}_-, \pi_-) = \vec{a} & \text{on } \partial \Omega, \\
\|M(\nabla \vec{u}_+)\|_{L^2(\partial \Omega)} + \|M(\pi_+)\|_{L^2(\partial \Omega)} \leq C \|\vec{a}\|_{L^2(\partial \Omega)}. 
\end{cases}
\] (7.40)

Our goal is to show there exists \(C = C(\partial \Omega) > 0\) such that
\[
\|M(\nabla \vec{u}_+)\|_{L^p(\partial \Omega)} + \|M(\pi_+)\|_{L^p(\partial \Omega)} + \mu \|M(\nabla \vec{u}_-)\|_{L^p(\partial \Omega)} + \mu \|M(\pi_-)\|_{L^p(\partial \Omega)} \leq C. \] (7.41)

By dilation, it is enough to consider the case when \(\vec{a}\) satisfies
\[
\supp \vec{a} \subseteq S_1(0), \quad \|\vec{a}\|_{L^\infty(\partial \Omega)} \leq 1, \quad \text{and} \quad \int_{\partial \Omega} \vec{a} d\sigma = 0. \] (7.42)

To begin, we will need the following auxiliary result.

**Lemma 7.7** Assume \(\Omega\) is a graph Lipschitz domain in \(\mathbb{R}^n\), \(n \geq 2\), and let \(\vec{a}\) be as in (7.42). Then for \(1 < p < \infty\), there exists \(C = C(\partial \Omega, p)\) such that
\[
\|M(S\vec{a})\|_{L^p(\partial \Omega)} \leq C. \] (7.43)

**Proof.** First, notice that there exists \(C_0(\partial \Omega, \kappa) > 0\) such that
\[
|x - y| \leq C_0 |z - y|, \quad \forall x, y \in \partial \Omega, \quad z \in \Gamma(x). \] (7.44)

Fix \(x = (x', x_n) \in \partial \Omega\) and \(z \in \Gamma(x)\). Then from (7.42), we can write
\[
S\vec{a}(z) = \int_{\partial \Omega} E(z - y)\vec{a}(y) d\sigma(y) = \int_{S_1(0)} (E(z - y) - E(z))\vec{a}(y) d\sigma(y). \] (7.45)

Then
\[
|E(z - y) - E(z)| \leq C|y| |(\nabla E)(z - \theta y)| \leq C \frac{|y|}{|z - \theta y|^{n-1}}, \] (7.46)

for some \(0 < \theta < 1\). In particular, if \(y \in S_1(0)\) and \(x \in \partial \Omega \setminus S_{2C_0}(0)\), then
\[
|z - \theta y| \geq |z| - |\theta y| \geq \frac{1}{C_0} |x| - |\theta| |y| > \frac{1}{2C_0} |x'|, 
\]
and so from (7.45) and (7.46),
\[
|\mathcal{S}\mathbf{a}(z)| \leq \frac{C}{|x'|^{n-1}}, \quad \forall x \in \partial \Omega \setminus S_{2C_0}(0).
\]
(7.48)

Thus
\[
\int_{\partial \Omega \setminus S_{2C_0}(0)} |M(\mathcal{S}\mathbf{a})|^p d\sigma \leq C \int_{\mathbb{R}^{n-1} \setminus B_1(0)} \frac{C_0}{|x'|^{(n-1)p}} dx' \leq C.
\]
(7.49)

Also if \(n \geq 3\), from (7.44),
\[
|M(\mathcal{S}\mathbf{a})(x)| \leq C \int_{S_{1}(0)} \frac{C_0}{|x - y|^{n-2}} |\mathbf{a}(y)| d\sigma.
\]
(7.50)

A similar estimate holds in the case \(n = 2\) when the term \(|x - y|^{-(n-2)}\) is replaced by \(1 + |\log |x - y||\).

In either case, it follows by Schur’s Lemma that
\[
\int_{S_{2C_0}(0)} |M(\mathcal{S}\mathbf{a})|^p d\sigma \leq C \int_{S_{2C_0}(0)} |\mathbf{a}|^p d\sigma \leq C,
\]
(7.51)
which, combined with (7.49), finishes the proof. \(\square\)

The previous lemma allows us to prove the following useful estimate.

**Lemma 7.8** Retain the same setting as in Proposition 7.5. Let the function \(\mathbf{a}\) be as in (7.42) and \((\bar{u}_+, \pi_+)\) be as in (7.39). Assume that there exists some \(q > 1\) with the property that the operator \(-\frac{1}{2} I + K_\lambda\) is invertible on \(L^q(\partial \Omega)\) and the \(L^q\) Dirichlet problem is well-posed. Then there exists \(C = C(q, \partial \Omega) > 0\) such that
\[
\|M(\bar{u}_\pm)\|_{L^q(\partial \Omega)} \leq C.
\]
(7.52)

**Proof.** First, since \(|\mathcal{S}\mathbf{a}(x)| \leq M(\mathcal{S}\mathbf{a})(x)\) for every \(x \in \partial \Omega\), using the previous lemma we have
\[
\|\mathcal{S}\mathbf{a}\|_{L^p(\partial \Omega)} \leq C(\partial \Omega, p) \text{ for } 1 < p < \infty.
\]
(7.53)

Since \(\bar{u}_+|_{\partial \Omega} = \bar{u}_-|_{\partial \Omega}\), multiplying the minus version of (4.143) by \(\mu\) and adding it to the plus version gives
\[
(1 - \mu) \left(-\frac{1}{2} I + K_\lambda\right) (\bar{u}_\pm|_{\partial \Omega}) = S \left(\partial^\lambda (\bar{u}_+, \pi_+) - \mu \partial^\lambda (\bar{u}_-, \pi_-)\right) = \mathcal{S}\mathbf{a}.
\]
(7.54)

Since \(-\frac{1}{2} I + K_\lambda\) is an invertible operator on \(L^q(\partial \Omega)\), from (7.54) we have
\[ \bar{u}_\pm \bigg|_{\partial \Omega} = \frac{1}{1-\mu} \left( -\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \right)^{-1} (S\bar{u}). \]  

(7.55)

Then from the well-posedness of the Dirichlet problem, we have

\[
\| M(\bar{u}_\pm) \|_{L^{\eta}(\partial\Omega)} \leq C \| \bar{u}_\pm \|_{\partial\Omega} \| L^\eta(\partial\Omega) \leq C\| (-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda)^{-1} \|_{L(L^{\eta}(\partial\Omega))} \cdot \| S\bar{u} \|_{L^{\eta}(\partial\Omega)} \leq C,
\]

(7.56)

where, for a linear, bounded operator \( T \) mapping a quasi-Banach space \( X \) into itself, \( \| T \|_{L(X)} \) denotes the operator norm. This finishes the proof of the lemma.

Next, define the boundary annulus

\[ \Lambda_R := \{(x', \varphi(x')) : x' \in \mathbb{R}^{n-1}, R \leq |x'| \leq 2R \} \subseteq \partial\Omega. \]

(7.57)

For \( u \) defined in \( \Omega_\pm \), let

\[
M_R^0(u)(x) := \sup \{|u(y)| : y \in \Gamma^\pm(x), |x - y| < R\}, \quad x \in \partial\Omega,
\]

\[
M_R^\infty(u)(x) := \sup \{|u(y)| : y \in \Gamma^\pm(x), |x - y| \geq R\}, \quad x \in \partial\Omega.
\]

(7.58)

For any real homogenous constant coefficient elliptic operator \( L \) and a function \( u \) satisfying \( Lu = 0 \) in a domain \( D \subset \mathbb{R}^n \), we have the well-known interior estimate

\[
|D^\alpha u(x)| \leq C \delta^{-|\alpha|}(x) \max_{|z-x| < \frac{\delta(x)}{2}} |u(z)|,
\]

(7.59)

where \( \delta(x) = \text{dist}(x, \partial D) \) and \( \alpha \) is any multi-index (cf. [73]). Now there exists constants \( \eta > 0 \) and \( \kappa^* > 0 \), depending on \( \partial\Omega \) and \( \kappa \), such that for any \( x \in \partial\Omega \) and \( y \in \Gamma^\pm(x) \setminus B_R(x) \), it holds that \( B_{\eta R}(y) \subset \Gamma^\pm(x) \subset \Omega_\pm \). Fix \( x \in \partial\Omega \) and let \( y \in \Gamma^\pm(x) \setminus B_R(x) \). Specializing (7.59) to the case when the domain \( D = B_{\eta R}(y) \) gives

\[
|\nabla \bar{u}_\pm(y)| \leq \frac{C}{\eta R} \max_{|z-y| < \frac{\eta R}{2}} |\bar{u}_\pm(z)|,
\]

(6.60)

and then since \( B_{\eta R}(y) \subset \Gamma^\pm(x) \), it follows that

\[
|\nabla \bar{u}_\pm(y)| \leq \frac{C}{\eta R} M^*(\bar{u}_\pm)(x),
\]

(6.61)

where \( M^* \) is the non-tangential maximal function associated with the cones \( \Gamma^\pm_{\kappa}(x) \). Taking the supremum over both sides for \( y \in \Gamma(x) \setminus B_R(x) \), we see that for any \( x \in \partial\Omega \),

\[
M^\infty_R(\nabla \bar{u}_\pm)(x) \leq \frac{C}{\eta R} M^*(\bar{u}_\pm)(x).
\]

(6.62)

Next, we need a similar estimate for the function \( \pi \). Fix an \( x \in \partial\Omega \) and \( y \in \Gamma^\pm(x) \setminus B_R(x) \). Let \( \omega = \frac{y-x}{|y-x|} \), and then for any \( t \), \( |y + t\omega - x| = |y - x| + t \). Since we know the pressure decays at infinity, the Fundamental Theorem of Calculus gives us that
\[ |\pi(\pm y)| \leq \int_0^\infty |(\nabla\pi)(y + t \omega)| \, dt = \int_0^\infty |(\Delta\bar{u})(y + t \omega)| \, dt. \] (7.63)

Now since \( y + t \omega \in \Gamma^{\pm}(x) \setminus B_{t+R}(x) \), for the same \( \eta \) and \( \kappa^* \) as before, we have \( B_{\eta(t+R)}(y + t \omega) \subseteq \Gamma^{\pm}_{\kappa^*}(x) \) and using a similar estimate as before gives

\[ |(\Delta\bar{u})(y + t \omega)| \leq \frac{C}{(\eta(t+R))^2} M^*(\bar{u})(x). \] (7.64)

Then for any \( y \in \Gamma^{\pm}(x) \setminus B_R(x) \),

\[ |\pi(\pm y)| \leq \frac{C}{\eta^2} M^*(\bar{u})(x) \int_0^\infty \frac{1}{(t+R)^2} \, dt \leq \frac{C}{R} M^*(\bar{u})(x). \] (7.65)

Taking the supremum of both sides then gives

\[ M_R^\infty(\pi)(x) \leq \frac{C}{R} M^*(\bar{u})(x). \] (7.66)

Since \( \frac{(n-1)q}{n-1+p} < p \leq 1 \), we have that \( q < \frac{(n-1)p}{n-1-p} \leq \frac{n-1}{n-2} \). Define

\[ \gamma := \frac{(n-1)p}{q} - (n-1-p) > 0. \] (7.67)

Then using (7.62), (7.66), Hölder’s inequality, and Lemma 7.8, we can conclude that

\[ \int_{\Lambda_R} M_R^\infty(\nabla\bar{u})^p + M_R^\infty(\pi)^p \leq \frac{C}{R^p} \left[ \left( \int_{\partial\Omega} M^*(\bar{u})^q \, d\sigma \right)^{\frac{1}{q}} \cdot (R^{n-1})^{\frac{1}{2} - \frac{1}{q}} \right]^p \leq CR^{-\gamma}. \] (7.68)

We need to prove a similar estimate for \( M_R^0(\nabla\bar{u}) \) and \( M_R^0(\pi) \). The first step will be to establish the following estimate.

**Lemma 7.9** Let \( \bar{a} \) be as in (7.42) and \( (\bar{u}, \pi) \) be as in (7.39). If \( S_{2R} \cap S_1(0) = \emptyset \), then

\[ \int_{D_R^+} \left[ |\nabla\bar{u}_+|^2 + |\pi_+|^2 \right] \, dx + \mu \int_{D_R^-} \left[ |\nabla\bar{u}_-|^2 + |\pi_-|^2 \right] \, dx \leq CR^{n-2-\frac{2}{q}(n-1)}. \] (7.69)

**Proof.** Combining Lemma 6.1 and Lemma 7.8 gives

\[ \int_{D_R^+} |\pi_+|^2 \, dx \leq C \int_{D_R^+} |\nabla\bar{u}_+|^2 \, dx + CR^{n-2-\frac{2}{q}(n-1)}, \] (7.70)

and so to prove the lemma, it is enough to show that
\[ \int_{D^+_R} |\nabla \tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \tilde{u}_-|^2 \, dx \leq CR^{n-2-\frac{2}{q}(n-1)}. \]  
(7.71)

From (7.40), it is clear that

\[ \langle \partial^\lambda_{\nu}(\tilde{u}_+, \pi_+), \tilde{u}_+ \rangle - \mu \langle \partial^\lambda_{\nu}(\tilde{u}_-, \pi_-), \tilde{u}_- \rangle = \langle \tilde{a}, \tilde{u}_+ \rangle = 0 \quad \text{on} \quad S_{2R}, \]  
(7.72)

and so combining Lemma 6.2 and Lemma 7.8 leads to the estimate

\[ \int_{D^+_R} |\nabla \tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \tilde{u}_-|^2 \, dx \leq C \frac{R^{n-2-\frac{2}{q}(n-1)}}{R^2(t-s)^2} \left[ \int_{D^+_R} |\tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\tilde{u}_-|^2 \, dx \right]. \]  
(7.73)

for every \( 1 \leq s < t \leq 2 \). Note that we can assume that

\[ R^{n-2-\frac{2}{q}(n-1)} \leq \frac{1}{R^2(t-s)^2} \left[ \int_{D^+_R} |\tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\tilde{u}_-|^2 \, dx \right] \quad \text{whenever} \quad 1 \leq s < t \leq 2, \]  
(7.74)

otherwise we can prove (7.71) directly by using (7.73). Now, using (7.74) along with Lemma 7.73, we have

\[ \int_{D^+_R} |\nabla \tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \tilde{u}_-|^2 \, dx \leq \frac{2C}{R^2(t-s)^2} \left[ \int_{D^+_R} |\tilde{u}_+|^2 \, dx + \mu \int_{D^-_R} |\tilde{u}_-|^2 \, dx \right]. \]  
(7.75)

Define

\[ \tilde{u} := \begin{cases} \tilde{u}_+ & \text{in} \, \Omega_+, \\ \tilde{u}_- & \text{in} \, \Omega_. \end{cases} \]  
(7.76)

Then if \( \mu \in (0,1) \), we can rewrite (7.75) as

\[ \int_{D^+_R} |\nabla \tilde{u}|^2 \, dx \leq \frac{2C \mu R^2(t-s)^2}{\mu R^2(t-s)^2} \int_{D_{1R}} |\tilde{u}|^2 \, dx, \]  
(7.77)

and so applying Lemma 6.7 and using Lemma 7.8, we can conclude that

\[ \left( \int_{D_R} |\tilde{u}|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \int_{D_{aR}} |\tilde{u}|^q \, dx \right)^{\frac{1}{q}} \leq C \left( \int_{S_{aR}} M(\tilde{u})^q \, dx \right)^{\frac{1}{q}} \leq CR^{-\frac{1}{q}(n-1)}. \]  
(7.78)

Combining (7.77) and (7.78) finally gives

\[ \int_{D_{\frac{1}{2}R}} |\nabla \tilde{u}_\pm|^2 \, dx \leq \frac{C}{R^2} \int_{D_{\frac{1}{2}R}} |\tilde{u}|^2 \, dx \leq CR^{n-2-\frac{2}{q}(n-1)}, \]  
(7.79)
as desired. The analogous result follows similarly when $\mu = 0$, although in this case, we can apply Lemma 6.7 more directly using (7.75). This finishes the proof of the lemma. 

Now assume $S_{6R} \cap S_1(0) = \emptyset$. Then $\partial_+^0(\tilde{u}_+, \pi_+) - \mu \partial_-^0(\tilde{u}_-, \pi_-) = 0$ on $S_{6R}$. Using the well-posedness of the $L^2$ Regularity problem, we have for each $s \in [1, \frac{3}{2}]$,

$$
\int_{S_R} \left[ M_0^R(\nabla \tilde{u}_+)^2 + \mu M_0^R(\nabla \tilde{u}_-)^2 \right] d\sigma \leq C \left[ \int_{\partial D_{3R}^+} M_{D_{3R}^+}^+ (\nabla \tilde{u}_+)^2 d\sigma + \mu \int_{\partial D_{3R}^-} M_{D_{3R}^-}^- (\nabla \tilde{u}_-)^2 d\sigma \right] 
$$

$$
\leq C \left[ \int_{\partial D_{3R}^+} |\nabla_{\tan} \tilde{u}_+|^2 d\sigma + \mu \int_{\partial D_{3R}^-} |\nabla_{\tan} \tilde{u}_-|^2 d\sigma \right] 
$$

$$
\leq C \int_{S_R} \left[ |\nabla \tilde{u}_+|^2 + \mu |\nabla \tilde{u}_-|^2 \right] d\sigma 
$$

$$
+ C \left[ \int_{\partial D_{3R}^+ \setminus \partial \Omega} |\nabla \tilde{u}_+|^2 d\sigma + \mu \int_{\partial D_{3R}^- \setminus \partial \Omega} |\nabla \tilde{u}_-|^2 d\sigma \right]. \quad (7.80)
$$

Integrating (7.80) over $s \in [1, \frac{3}{2}]$ and applying Lemma 6.5 and Lemma 7.9 then gives

$$
\int_{S_R} \left[ M_0^R(\nabla \tilde{u}_+)^2 + \mu M_0^R(\nabla \tilde{u}_-)^2 \right] d\sigma \leq CR^{(n-3)-\frac{2}{3}(n-1)}. \quad (7.81)
$$

After covering $\Lambda_R$ with a finite number of appropriate surface balls, we can then conclude that

$$
\int_{\Lambda_R} \left[ M_0^R(\nabla \tilde{u}_+)^p + \mu M_0^R(\nabla \tilde{u}_-)^p \right] d\sigma \leq CR^{(n-1)(1-\frac{2}{p})} \left[ \left( \int_{\Lambda_R} M_0^R(\nabla \tilde{u}_+)^2 d\sigma \right)^{\frac{p}{2}} + \mu \left( \int_{\Lambda_R} M_0^R(\nabla \tilde{u}_-)^2 d\sigma \right)^{\frac{p}{2}} \right] \leq CR^{(n-1-p)-\frac{p}{q}(n-1)} = CR^{-\gamma}. \quad (7.82)
$$

Analogous estimates for $M_0^R(\pi \pm)$ follow via a similar argument. These estimates along with (7.68) then guarantee that

$$
\int_{\Lambda_R} \left[ M(\nabla \tilde{u}_+)^p + M(\pi_+)^p + \mu M(\nabla \tilde{u}_-)^p + \mu M(\pi_-)^p \right] d\sigma \leq CR^{-\gamma}. \quad (7.83)
$$
Finally, using (7.83) along with the $L^2$ theory leads to the estimate,

$$\int_{\partial \Omega} \left[ M(\nabla \bar{u}_+)^p + M(\pi_+)^p + \mu M(\nabla \bar{u}_-)^p + \mu M(\pi_-)^p \right] d\sigma$$

$$\leq \int_{S_a(0)} \left[ M(\nabla \bar{u}_+)^p + M(\pi_+)^p + \mu M(\nabla \bar{u}_-)^p + \mu M(\pi_-)^p \right] d\sigma$$

$$+ \sum_{j=3}^{\infty} \int_{\partial \Omega} \left[ M(\nabla \bar{u}_+)^p + M(\pi_+)^p + \mu M(\nabla \bar{u}_-)^p + \mu M(\pi_-)^p \right] d\sigma$$

$$\leq C \left[ \left( \int_{\partial \Omega} M(\nabla \bar{u}_+)^2 d\sigma \right)^{\frac{p}{2}} + \left( \int_{\partial \Omega} M(\pi_+)^2 d\sigma \right)^{\frac{p}{2}} \right]$$

$$+ \mu C \left[ \left( \int_{\partial \Omega} M(\nabla \bar{u}_-)^2 d\sigma \right)^{\frac{p}{2}} + \left( \int_{\partial \Omega} M(\pi_-)^2 d\sigma \right)^{\frac{p}{2}} \right] + C \sum_{j=3}^{\infty} 2^{-j\gamma} \leq C,$$

which proves (7.41). With this in mind, we can finish the

**Proof of Proposition 7.5.** For any $\bar{f} \in H^p_{at}(\partial \Omega)$, we can write $\bar{f} = \sum_{j=1}^{\infty} \lambda_j \tilde{a}_j$ such that each $\tilde{a}_j$ is a $p$-atom and $\left( \sum_{j=1}^{\infty} |\lambda_j|^p \right)^{\frac{1}{p}} \leq 2\|\bar{f}\|_{H^p_{at} (\partial \Omega)}$. For each $\tilde{a}_j$ we can find $\bar{u}_j$ and $\pi_j$ that solve (7.40) with datum $\tilde{a}_j$ and also satisfy (7.41). Then the functions $\bar{u}_\pm := \sum_{j=1}^{\infty} \lambda_j \bar{u}_j$ and $\pi_\pm := \sum_{j=1}^{\infty} \lambda_j \pi_j$ will satisfy

$$\begin{cases}
\Delta \bar{u}_\pm = \nabla \pi_\pm \text{ in } \Omega_\pm, \\
\text{div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm, \\
\bar{u}_+ \big|_{\partial \Omega} = \bar{u}_- \big|_{\partial \Omega}, \\
\partial^\nu \bar{u}_+(\bar{u}_+, \pi_+) - \mu \partial^\nu \bar{u}_-(\bar{u}_-, \pi_-) = \bar{f} \text{ on } \partial \Omega, \\
\|M(\nabla \bar{u}_+)^p\|_{L^p(\partial \Omega)} + \|M(\pi_+)^p\|_{L^p(\partial \Omega)} \\
+ \mu \|M(\nabla \bar{u}_-)^p\|_{L^p(\partial \Omega)} + \mu \|M(\pi_-)^p\|_{L^p(\partial \Omega)} \leq C \|\bar{f}\|_{H^p_{at}(\partial \Omega)}.
\end{cases}$$

(7.85)

Since we have reduced matters to the case when $\bar{g} = 0$, Proposition 7.5 follows. □

Next, Proposition 7.6 can be established in a similar fashion. Here, we can reduce matters to considering the case when $\bar{f} = 0$ and $\bar{g} = \bar{a}$ where $\bar{a}$ is a regular $(p, \infty)$-atom satisfying

$$\text{supp } \bar{a} \subseteq S_1(0), \quad \bar{a}(0) = 0, \quad \|\nabla_{\text{tan}} a\|_{L^\infty(\partial \Omega)} \leq 1.$$

(7.86)

We need to prove that there exists a solution that satisfies (7.41). Now since $\bar{a} \in \bar{L}_1^2(\partial \Omega)$, we can define
\[ \bar{u}_\pm := \frac{1}{1 - \mu} \mathcal{D}_\lambda \left( \left( - \frac{1 + \mu}{2 - \mu} I + K_\lambda \right)^{-1} \hat{a} \right) \quad \text{in } \Omega_\pm, \]
\[ \pi_\pm := \frac{1}{1 - \mu} \mathcal{P}_\lambda \left( \left( - \frac{1 + \mu}{2 - \mu} I + K_\lambda \right)^{-1} \hat{a} \right) \quad \text{in } \Omega_\pm. \tag{7.87} \]

By Proposition 4.5, (4.29), (4.47) and (4.45), the functions \( \bar{u}_\pm, \pi_\pm \) will satisfy
\[
\begin{align*}
\Delta \bar{u}_\pm &= \nabla \pi_\pm \quad \text{in } \Omega_\pm, \\
\operatorname{div} \bar{u}_\pm &= 0 \quad \text{in } \Omega_\pm, \\
\bar{u}_+ \big|_{\partial \Omega} - \mu \bar{u}_- \big|_{\partial \Omega} &= \bar{a}, \\
\partial^\nu_\lambda (\bar{u}_+, \pi_+) &= \partial^\nu_\lambda (\bar{u}_-, \pi_-) \quad \text{on } \partial \Omega, \\
\| M(\nabla \bar{u}_\pm) \|_{L^2(\partial \Omega)} + \| M(\pi_\pm) \|_{L^2(\partial \Omega)} &\leq C \| \bar{a} \|_{L^2(\partial \Omega)}. \tag{7.88} \end{align*}
\]

Since we also have \( \bar{a} \in L^q(\partial \Omega) \), it follows from Proposition 4.5 that
\[
\| M(\bar{u}) \|_{L^q(\partial \Omega)} \leq \| \bar{a} \|_{L^q(\partial \Omega)} \leq C, \tag{7.89} \]
which we will use in place of Lemma 7.8. We can also replace (7.72) with
\[
\langle \partial^\nu_\lambda (\bar{u}_+, \pi_+), \bar{u}_+ \rangle - \mu \langle \partial^\nu_\lambda (\bar{u}_-, \pi_-), \bar{u}_- \rangle = \langle \partial^\nu_\lambda (\bar{u}_+, \pi_+), \bar{a} \rangle = 0 \quad \text{on } S_{2R}. \tag{7.90} \]

The rest of the proof of (7.41) follows as before except this time, we use Lemma 6.6 in place of Lemma 6.5 to establish (7.81) from (7.80). This is enough to establish Proposition 7.6. We can now prove the following result regarding \( p < 1 \). Before stating it, recall (1.3), (4.155), (4.156) and the conventions made at the beginning of § 7.

**Lemma 7.10** Let \( n = 2 \) or \( 3 \), and let \( \Omega \subset \mathbb{R}^n \) be a graph Lipschitz domain. Also, set \( \Omega_+ := \Omega, \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \) and fix \( \lambda \in (-1, 1) \) along with \( \mu \in [0, 1) \). Then there exists \( \varepsilon > 0 \) such that the boundary value problems \((T_{\mu}), (T_\mu)^*, (N), (R)\) are well-posed for every \( \frac{2(n-1)}{n+1} - \varepsilon < p < 1 \).

**Proof.** For \( \mu \in (0, 1) \), the well-posedness of \((T_{\mu})\) and \((T_\mu)^*\) follows by choosing \( q \) sufficiently close to \( 2 \) and applying either Proposition 7.5 or Proposition 7.6 followed by either Theorem 7.1 or Lemma 7.4. In the case \( \mu = 0 \), the same argument proves that \((T_0)\) and \((T_0)^*\) are semi-well-posed, and since this will also hold when the roles of \( \Omega_+ \) and \( \Omega_- \) are reversed, we can conclude from Proposition 4.21 that \((T_0), (T_0)^*, (N), (R)\) are also well-posed. \( \square \)

### 7.3 Interpolation arguments

Throughout this section, assume that \( \Omega \subset \mathbb{R}^n, n = 2, 3, \) is a graph Lipschitz domain, and set \( \Omega_+ := \Omega, \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \). Recall from Lemma 5.7 that the operators
\[
\left( \pm \frac{1 + \mu}{2 - \mu} I + K_\lambda \right)^{-1} : L^p(\partial \Omega) \longrightarrow L^p(\partial \Omega), \tag{7.91} \]
are well-defined, linear, and bounded for each \( \mu \in [0, 1) \), whenever \( 2 - \varepsilon < p < 2 + \varepsilon \). Let us denote by \( T_\pm \) the version of (7.91) corresponding to \( p = 2 \). We aim to show that whenever \( \frac{2(n-1)}{n+1} - \varepsilon < p < 1 \), there exists \( C = C(\Omega, \mu, p) > 0 \) such that
\[ \|T_{\pm} \tilde{a}\|_{H^p_{\mathrm{at}}(\partial \Omega)} \leq C, \quad \forall \tilde{a} \in H^p_{\mathrm{at}}(\partial \Omega) - \text{atom.} \quad (7.92) \]

Consider the case of \( T_+ \) (the claim about \( T_- \) is handled similarly) and fix an \( H^p_{\mathrm{at}}(\partial \Omega) \)-atom \( \tilde{a} \).

From the arguments in § 7.2, we know the functions

\[ \tilde{u}_\pm := \frac{1}{1-\mu} S(T_+ \tilde{a}) \text{ in } \Omega_\pm \quad \text{and} \quad \pi_\pm := \frac{1}{1-\mu} Q(T_+ \tilde{a}) \text{ in } \Omega_\pm \quad (7.93) \]

solve \((T_\mu)^*\) with data \((0, \tilde{a})\) and satisfy the estimate

\[ \|M(\nabla \tilde{u}_+)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_+)_\|_{L^p(\partial \Omega)} + \mu \|M(\nabla \tilde{u}_-)_\|_{L^p(\partial \Omega)} + \mu \|M(\nabla \pi_-)_\|_{L^p(\partial \Omega)} \leq C, \quad (7.94) \]

where \( C \) is independent of \( \tilde{a} \). From the well-posedness of the Regularity problem, we also have

\[ \|M(\nabla \tilde{u}_-)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_+)_\|_{L^p(\partial \Omega)} \leq C \|\tilde{u}_+\|_{H^1_{\text{at}}(\partial \Omega)} \leq C \|M(\nabla \tilde{u}_+)_\|_{L^p(\partial \Omega)}, \quad (7.95) \]

and so (7.94) can be improved to

\[ \|M(\nabla \tilde{u}_+)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_+)_\|_{L^p(\partial \Omega)} + \|M(\nabla \tilde{u}_-)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_-)_\|_{L^p(\partial \Omega)} \leq C \quad (7.96) \]

Thus,

\[ \|T_{\pm} \tilde{a}\|_{H^p_{\mathrm{at}}(\partial \Omega)} = \|\partial_{\nu}^\lambda (\tilde{u}_+, \pi_+) - \partial_{\nu}^\lambda (\tilde{u}_-, \pi_-)\|_{H^p_{\mathrm{at}}(\partial \Omega)} \]

\[ \leq \|M(\nabla \tilde{u}_+)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_+)_\|_{L^p(\partial \Omega)} \]

\[ + \|M(\nabla \tilde{u}_-)_\|_{L^p(\partial \Omega)} + \|M(\nabla \pi_-)_\|_{L^p(\partial \Omega)} \]

\[ \leq C, \quad (7.97) \]

by jump-relations, Theorem 4.13, and (7.96).

Our next claim is that if \( \tilde{f} \in H^p_{\mathrm{at}}(\partial \Omega) \cap L^2(\partial \Omega) \) then \( T_{\pm} \tilde{f} \in L^2(\partial \Omega) \) satisfies

\[ \|T_{\pm} \tilde{f}\|_{H^p_{\mathrm{at}}(\partial \Omega)} \leq C \|\tilde{f}\|_{H^p_{\mathrm{at}}(\partial \Omega)}, \quad (7.98) \]

where \( C > 0 \) is independent of \( \tilde{f} \). To see this, we shall invoke an observation made in (6.5) on p. 948 of [74], which we state here in a slightly more general form than we need in the current context. Specifically, if \( \frac{n-1}{n} < p \leq 1 \) and \( \tilde{f} \in H^p_{\mathrm{at}}(\partial \Omega) \cap L^2(\partial \Omega) \), there exist a sequence of coefficients \((\lambda_j)_{j} \in \ell^1\) and a sequence of \( H^p_{\mathrm{at}}(\partial \Omega) \)-atoms \( \tilde{a}_j \), such that

\[ \tilde{f} = \sum_{j=1}^{\infty} \lambda_j \tilde{a}_j \text{ in } H^p_{\mathrm{at}}(\partial \Omega), \quad \sum_{j=1}^{\infty} |\lambda_j| \leq C \|\tilde{f}\|_{H^p_{\mathrm{at}}(\partial \Omega)}, \text{ and} \]

\[ \tilde{f}_N := \sum_{j=1}^{N} \lambda_j \tilde{a}_j \text{ converges to } \tilde{f} \text{ in } L^2(\partial \Omega) \text{ as } N \to \infty. \quad (7.99) \]
Now if we consider such a decomposition of $\vec{f}$, on the one hand, $T_\pm N$ is Cauchy in $H^p_{at}(\partial \Omega)$, hence convergent in $H^p_{at}(\partial \Omega)$ to some $\vec{g}_\pm$ for which $\|\vec{g}_\pm\|_{H^p_{at}(\partial \Omega)} \leq C\|\vec{f}\|_{H^p_{at}(\partial \Omega)}$, thanks to (7.92). On the other hand, $T_\pm N \to T_\pm \vec{f}$ in $L^2(\partial \Omega)$. Consequently, for any vector-valued function $\vec{\psi} \in \text{Lip}(\partial \Omega)$ with compact support,

$$\int_{\partial \Omega} \vec{\psi} \cdot T_\pm \vec{f} \ d\sigma = \lim_{N \to \infty} \int_{\partial \Omega} \vec{\psi} \cdot T_\pm N \ d\sigma = \langle \vec{\psi}, \vec{g}_\pm \rangle,$$

where $\langle \cdot, \cdot \rangle$ stands for the distributional paring on $\partial \Omega$ (i.e., the pairing between Lip$_{\text{comp}}(\partial \Omega)$ and its topological dual). This proves that $T_\pm \vec{f} = \vec{g}_\pm$, from which the estimate (7.98) follows. This establishes that

$$\left( \pm \frac{1}{2} \mu^{+1} I + K^*_\lambda \right)^{-1} : H^p_{at}(\partial \Omega) \to H^p_{at}(\partial \Omega)$$

are well-defined, linear, and bounded whenever $\frac{2(n-1)}{n+1} - \varepsilon < p < 1$, and further, by interpolating (7.101) with (7.91), that

$$\left( \pm \frac{1}{2} \mu^{+1} I + K^*_\lambda \right)^{-1} : H^p(\partial \Omega) \to H^p(\partial \Omega)$$

are well-defined, linear, and bounded whenever $\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon$.

In summary, the above reasoning shows that for $\mu \in [0, 1)$,

$$\pm \frac{1}{2} \mu^{+1} I + K^*_\lambda : H^p(\partial \Omega) \to H^p(\partial \Omega) \text{ isomorphically, for } \frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon. \tag{7.103}$$

With (7.103) in hand, we can prove the following theorem.

**Theorem 7.11** Let $n = 2$ or 3 and $\Omega \subset \mathbb{R}^n$ be a graph Lipschitz domain. As usual, set $\Omega_+ := \Omega$, $\Omega_- := \mathbb{R}^n \setminus \Omega$. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for $\lambda \in (-1, 1)$, $\mu \in [0, 1)$, and $\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon$, the boundary value problems $(T_\mu)$, $(T_\mu)^*$ in (4.155)-(4.156) as well as (N) and (R) in (1.3) are well-posed.

**Proof.** The well-posedness of $(T_\mu)$ and $(T_\mu)^*$ follows from (7.103), Theorem 5.9, and Theorem 4.19. Since this result will also hold if the roles of $\Omega_+$ and $\Omega_-$ are reversed, the well-posedness of (N) and (R) follow from Proposition 4.21. \hfill $\Box$

### 8 Higher dimensions

In this chapter, we adapt the arguments of Z. Shen from [83] and [84] in order to extend our results to the case when $n \geq 4$. Specifically, our goal is to prove the following theorem.

**Theorem 8.1** Assume that $\Omega \subseteq \mathbb{R}^n$, $n \geq 4$, is a graph Lipschitz domain and set $\Omega_+ := \Omega$, $\Omega_- := \mathbb{R}^n \setminus \Omega$. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that the transmission problems $(T_\mu)$ and $(T_\mu^\pm)^*$ from (4.155)-(4.156) are well-posed for any $\mu \in [0, 1)$ and any $\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon$. Moreover, the Neumann problem (N) and the Regularity problem (R) in (1.3) are well-posed for $\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon$. 
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To accomplish this, we will consider the following auxiliary problem,

\[
(T^*) = \begin{cases} 
\Delta \bar{u}_\pm = \nabla \pi_\pm \quad \text{in } \Omega_\pm, \\
\text{div } \bar{u}_\pm = 0 \quad \text{in } \Omega_\pm, \\
\bar{u}_+|_{\partial \Omega} - \mu \bar{u}_-|_{\partial \Omega} = \bar{g} \in L^p(\partial \Omega), \\
\partial^\lambda_p(\bar{u}_+, \pi_+) = \partial^\lambda_p(\bar{u}_-, \pi_-), \\
M(\bar{u}_\pm) \in L^p(\partial \Omega).
\end{cases}
\]  

(8.1)

Above, the equality \( \partial^\lambda_p(\bar{u}_+, \pi_+) = \partial^\lambda_p(\bar{u}_-, \pi_-) \) has to be (suitably) understood in \( L^p_{-1}(\partial \Omega) \), when \( p \) is near 2. Since the operator \( \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda \) is invertible on \( L^p(\partial \Omega) \) for \( p \) near 2, we can show that the functions

\[
\bar{u}_\pm := D_\lambda\left(\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)^{-1}\bar{g}\right) \quad \text{and} \quad \pi_\pm := P_\lambda\left(\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)^{-1}\bar{g}\right)
\]

in \( \Omega_\pm \) (8.2)

solve (8.1) and also satisfy the estimate

\[
\|M(\bar{u}_\pm)\|_{L^p(\partial \Omega)} \leq C\|\bar{g}\|_{L^p(\partial \Omega)},
\]

(8.3)

as long as \( p \) is near 2. In this chapter, we will extend this result to include \( 2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon \). A key step is to prove the following Reverse H"older estimate for the non-tangential maximal operator.

**Lemma 8.2** [Reverse Hölder estimates]

Let \( \Omega \subseteq \mathbb{R}^n, n \geq 4 \), be a graph Lipschitz domain. As usual, set \( \Omega_+ := \Omega \) and \( \Omega_- := \mathbb{R}^n \setminus \Omega \). Assume \( \Delta \bar{u}_\pm = \nabla \pi_\pm, \text{div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm \), and define \( M(\bar{u}) := \max\{M(\bar{u}_+), M(\bar{u}_-)\} \) and \( p_n := \frac{2(n-1)}{n-3} \). If \( M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega) \) and \( \bar{u}_+ - \mu \bar{u}_- = 0 \) on \( S_{128R} \) for \( \mu \in [0,1) \), then

\[
\left( \int_{S_R} M(\bar{u})^{p_n} \, d\sigma \right)^{\frac{1}{p_n}} \leq C \left( \int_{S_{256R}} (\bar{u})^2 \, d\sigma \right)^{\frac{1}{2}} + CR \left( \int_{S_{256R}} |\partial^\lambda_p(\bar{u}_+, \pi_+) - \partial^\lambda_p(\bar{u}_-, \pi_-)|^2 \, d\sigma \right)^{\frac{1}{2}}.
\]

(8.4)

The Proof of Lemma 8.2 is going to be presented in the next section.

### 8.1 Preliminary estimates

Recall the definitions of \( S_R \) and \( D^+_R \) from (6.1)-(6.3). We will start with the following result.

**Lemma 8.3** If \( \Delta \bar{u}_\pm = \nabla \pi_\pm, \text{div } \bar{u}_\pm = 0 \text{ in } \Omega_\pm \) and \( M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega) \), then

\[
\int_{D^+_R} |\nabla \bar{u}_+|^2 \, dx + \mu \int_{D^-_R} |\nabla \bar{u}_-|^2 \, dx
\]
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\begin{align}
&\leq \frac{C}{R} \int_{S_{2R}} \left[ M(\bar{u}_+)^2 + \mu M(\bar{u}_-)^2 \right] \, d\sigma + CR \int_{S_{2R}} \mu \left| \partial_{\nu}^\lambda (\bar{u}_+ - \pi_+, \pi_-) - \partial_{\nu}^\lambda (\bar{u}_-, \pi_-) \right|^2 \, d\sigma \\
&\quad + C \int_{S_{2R}} \left| \partial_{\nu}^\lambda (\bar{u}_+, \pi_+) \right| ||\bar{u}_+-\mu\bar{u}_-|| \, d\sigma.
\end{align}

(8.5)

**Proof.** From Cauchy’s inequality, we have that

\[
\int_{S_{2R}} \left| \partial_{\nu}^\lambda (\bar{u}_+, \pi_+), \bar{u}_+ - \mu \bar{u}_- \right| \, d\sigma \\
= \int_{S_{2R}} \left| \partial_{\nu}^\lambda (\bar{u}_+, \pi_+), \bar{u}_+ - \mu \bar{u}_- + \mu \left( \partial_{\nu}^\lambda (\bar{u}_+, \pi_+) - \partial_{\nu}^\lambda (\bar{u}_-, \pi_-) \right) \right| \, d\sigma \\
\leq \int_{S_{2R}} \left| \partial_{\nu}^\lambda (\bar{u}_+, \pi_+) \right| ||\bar{u}_+-\mu\bar{u}_-|| + \mu R \left| \partial_{\nu}^\lambda (\bar{u}_+, \pi_+) - \partial_{\nu}^\lambda (\bar{u}_-, \pi_-) \right|^2 + \frac{\mu}{4R} M(\bar{u}_-)^2 \, d\sigma.
\]

(8.6)

Utilizing (8.6) in Lemma 6.2 along with the estimate

\[
\int_{D_{2R}^\pm} |\bar{u}_\pm|^2 \, dx \leq CR \int_{S_{2R}} M(\bar{u}_\pm)^2 \, d\sigma
\]

(8.7)

is enough to verify (8.5). \qed

Let \( M_{D_R^\pm} \) denote the non-tangential maximal functions associated with the bounded domains \( D_R^\pm \). Consider the following lemma.

**Lemma 8.4** Assume \( \Delta \bar{u}_\pm = \nabla \pi_\pm \), div \( \bar{u}_\pm = 0 \) in \( \Omega_\pm \). If \( M(\bar{u}_\pm), M(\nabla \bar{u}_\pm) \in L^2(\partial \Omega) \) and \( \bar{u}_+ - \mu \bar{u}_- = 0 \) on \( S_{8R} \), then

\[
\int_{S_{2R}} (M_{D_R^\pm}(\nabla \bar{u}_\pm)^2 + M_{D_R^\pm}(\pi_\pm)^2) \, d\sigma + \mu \int_{S_{2R}} (M_{D_R}(\nabla \bar{u}_-)^2 + M_{D_R}(\pi_-)^2) \, d\sigma \leq C \int_{S_{2R}} \left| \partial_{\nu}^\lambda (\bar{u}_+ - \pi_+ - \mu \bar{u}_-, \pi_-) - \partial_{\nu}^\lambda (\bar{u}_-, \pi_-) \right|^2 \, d\sigma + \frac{C}{R^2} \int_{S_{6R}} (M(\bar{u}_+)^2 + \mu M(\bar{u}_-)^2) \, d\sigma.
\]

(8.8)

**Proof.** Using the well-posedness of the \( L^2 \) Regularity problem on bounded domains, it follows that for \( s \geq 1 \),

\[
\int_{S_{2R}} (M_{D_R^\pm}(\nabla \bar{u}_\pm)^2 + M_{D_R^\pm}(\pi_\pm)^2) \, d\sigma \leq C \int_{S_{2R}} |\nabla_{\tan} \bar{u}_\pm|^2 \, d\sigma + C \int_{\partial D_{2R}^\pm \cap \Omega_\pm} |\nabla_{\tan} \bar{u}_\pm|^2 \, d\sigma.
\]

(8.9)

Integrating (8.9) over \( s \in [1, 2] \) gives
\[
\int_{S_{2R}} (M_{D_R^+} \nabla \bar{u}_+)^2 + M_{D_R^+} (\pi_+)^2 \, d\sigma \leq C \int_{S_{2R}} |\nabla \bar{u}_+|^2 \, d\sigma + \frac{C}{R} \int_{D_{2R}^\pm} |\nabla \bar{u}_+|^2 \, d\sigma. \tag{8.10}
\]

Applying Lemma 6.6 and Lemma 6.1 and using the assumption that \( \bar{u}_+ - \mu \bar{u}_- = 0 \) on \( S_{8R} \) leads to the estimate
\[
\int_{S_{2R}} (M_{D_R^+} \nabla \bar{u}_+)^2 + M_{D_R^+} (\pi_+)^2 \, d\sigma + \mu \int_{S_{2R}} (M_{D_R^-} \nabla \bar{u}_-)^2 + M_{D_R^-} (\pi_-)^2 \, d\sigma \leq \frac{C}{R} \int_{S_{4R}} |\nabla \bar{u}_+|^2 \, d\sigma + C \mu \int_{S_{4R}} |\partial_\nu^\lambda (\bar{u}_+, \pi_+) - \partial_\nu^\lambda (\bar{u}_-, \pi_-)|^2 \, d\sigma \tag{8.11}
\]

Then applying Lemma 8.3 and using the fact that \( \bar{u}_+ - \mu \bar{u}_- = 0 \) on \( S_{8R} \) gives
\[
\int_{S_{2R}} (M_{D_R^+} \nabla \bar{u}_+)^2 + M_{D_R^+} (\pi_+)^2 \, d\sigma + \mu \int_{S_{2R}} (M_{D_R^-} \nabla \bar{u}_-)^2 + M_{D_R^-} (\pi_-)^2 \, d\sigma \leq C \mu \int_{S_{8R}} |\partial_\nu^\lambda (\bar{u}_+, \pi_+) - \partial_\nu^\lambda (\bar{u}_-, \pi_-)|^2 \, d\sigma + \frac{C}{R^2} \int_{S_{8R}} (M(\bar{u}_+) + \mu M(\bar{u}_-))^2 \, d\sigma, \tag{8.12}
\]

which finishes the proof. \( \Box \)

At this point, we can proceed with the

**Proof of Lemma 8.2.** Let \( x \in S_R \) and \( y \in \Gamma_\pm(x) \) be such that \(|y - x| > cR\). Then interior estimates yield
\[
|\bar{u}_\pm(y)| \leq C \int_{B_{cR}(y)} |\bar{u}_\pm| \, dz \leq C \int_{S_{2R}} M(\bar{u}_\pm) \, d\sigma. \tag{8.13}
\]

From (8.13), it follows that for any \( p > 0 \),
\[
\left( \int_{S_R} M_{D_R^\pm}(\bar{u}_\pm)^p \, d\sigma \right)^\frac{1}{p} \leq \sup_{x \in S_R} M_{D_R^\pm}(\bar{u}_\pm)(x) \leq C \int_{S_{2R}} M(\bar{u}_\pm) \, d\sigma \leq C \left( \int_{S_{2R}} M(\bar{u}_\pm)^2 \, d\sigma \right)^\frac{1}{2}. \tag{8.14}
\]

Then to prove the lemma, it is enough to show that
\[
\left( \frac{\int_{S_R} M^0_R(\vec{u}_\pm)^{p_n} \, d\sigma}{p_n} \right)^{\frac{1}{p_n}} \leq CR \left( \frac{\int_{S_{128R}} |\partial^0(\vec{u}_+, \pi_+) - \partial^0(\vec{u}_-, \pi_-)|^2 \, d\sigma}{2} \right)^{\frac{1}{2}} + C \left( \frac{\int_{S_{128R}} M(\vec{u})^2 \, d\sigma}{2} \right)^{\frac{1}{2}}. \tag{8.15}
\]

Next, we claim that for \( x \in S_R \),

\[
M^0_R(\vec{u}_\pm)(x) \leq C \int_{S_{2R}} \frac{M_{D^+_R}(\nabla \vec{u}_\pm)(z)}{|x - z|^{n-2}} \, d\sigma(z) + C \int_{S_{2R}} M(\vec{u}_\pm) \, d\sigma(z). \tag{8.16}
\]

Let \( y \in \Gamma_+(x) \) such that \(|y - x| < cR\). Let \( \omega := \frac{y - x}{|y - x|} \) and \( y' = y + cR\omega \). Then \( y' \in \Gamma_+(x) \) and \( cR < |y' - x| < 2cR \), and

\[
|\vec{u}_+(y') - \vec{u}_+(y)| = \left| \int_0^{cR} \frac{d}{dt}[\vec{u}_+(y + t\omega)] \, dt \right| \leq \int_0^{cR} |\nabla \vec{u}_+(y + t\omega)| \, dt. \tag{8.17}
\]

From interior estimates, for \( 0 < t < cR \),

\[
|\nabla \vec{u}_+(y + t\omega)| \leq C \int_{B_{cR}(y + t\omega)} |\nabla \vec{u}_+(z)| \, dz \leq C \int_{S_{ct}(x)} M_{D^+_R}(\nabla \vec{u}_+)(z) \, d\sigma(z). \tag{8.18}
\]

Then combining (8.17) and (8.18), and using Fubini’s theorem yields

\[
|\vec{u}_+(y') - \vec{u}_+(y)| \leq C \int_{S_{ct}(x)} t^{-(n-1)} M_{D^+_R}(\nabla \vec{u}_+)(z) \, d\sigma(z) \, dt \leq C \int_{S_{2R}(x)} \int_0^{\infty} t^{-(n-1)} M_{D^+_R}(\nabla \vec{u}_+)(z) \, dt \, d\sigma(z) \leq C \int_{S_{2R}(x)} \frac{M_{D^+_R}(\nabla \vec{u}_+)(z)}{|x - z|^{n-2}} \, d\sigma(z). \tag{8.19}
\]

Then using (8.19) and (8.13) for \( y' \) gives

\[
|\vec{u}_+(y)| \leq |\vec{u}_+(y') - \vec{u}_+(y)| + |\vec{u}_+(y')| \leq C \int_{S_{2R}} \frac{M_{D^+_R}(\nabla \vec{u}_+)(z)}{|x - z|^{n-2}} \, d\sigma(z) + C \int_{S_{2R}} M(\vec{u}_+) \, d\sigma. \tag{8.20}
\]

Taking the supremum over \( y \) proves the plus version of (8.16). The minus version follows similarly. Multiplying the minus version of (8.16) by \( \mu^{1/2} \) and adding it to the plus version gives
\[ M^0_R(\bar{u}_+)(x) + \mu^{1/2}M^0_R(\bar{u}_-)(x) \leq C \int_{S_{2R}} \frac{M^0_{D^*_R}(\nabla \bar{u}_+)(z) + \mu^{1/2}M^0_{D^*_{2R}}(\nabla \bar{u}_-)(z)}{|x-z|^{n-2}} \, d\sigma(z) \]

\[ + C \int_{S_{2R}} \left( M(\bar{u}_+) + \mu^{1/2}M(\bar{u}_-) \right) \, d\sigma. \]  

(8.21)

Then by the Fractional Integration Theorem, it follows that

\[
\left( \int_{S_{R}} \left( M^0_R(\bar{u}_+) + \mu^{1/2}M^0_R(\bar{u}_-) \right)^{p_n} \, d\sigma \right)^{\frac{1}{p_n}} \leq CR \left( \int_{S_{2R}} \left( M^0_{D^*_R}(\nabla \bar{u}_+)^2 + \mu^{1/2}M^0_{D^*_{2R}}(\nabla \bar{u}_-)^2 \right)^{\frac{1}{2}} \, d\sigma \right) \]

\[ + C \int_{S_{2R}} \left( M(\bar{u}_+) + \mu^{1/2}M(\bar{u}_-) \right) \, d\sigma \]

\[ \leq CR \left( \int_{S_{16R}} \left( M(\bar{u}_+)^2 + \mu M(\bar{u}_-)^2 \right) \, d\sigma \right)^{\frac{1}{2}} \]

\[ + C \left( \int_{S_{16R}} \left( M(\bar{u}_+)^2 + \mu M(\bar{u}_-)^2 \right) \, d\sigma \right)^{\frac{1}{2}}. \]  

(8.22)

Applying Lemma 8.4 gives

\[
\left( \int_{S_{R}} \left( M^0_R(\bar{u}_+) + \mu^{1/2}M^0_R(\bar{u}_-) \right)^{p_n} \, d\sigma \right)^{\frac{1}{p_n}} \leq C \left( \int_{S_{16R}} \left( M(\bar{u}_+)^2 + \mu M(\bar{u}_-)^2 \right) \, d\sigma \right)^{\frac{1}{2}} \]

\[ + CR \left( \int_{S_{16R}} \mu |\partial^n_\nu(\bar{u}_+, \pi_+) - \partial^n_\nu(\bar{u}_-, \pi_-)|^2 \, d\sigma \right)^{\frac{1}{2}}. \]  

(8.23)

For \( \mu \in (0, 1) \), this is enough to establish (8.15) and prove the lemma. In the case \( \mu = 0 \), the estimate (8.23) gives that

\[
\left( \int_{S_{R}} M^0_R(\bar{u}_+)^{p_n} \, d\sigma \right)^{\frac{1}{p_n}} \leq C \left( \int_{S_{16R}} M(\bar{u}_+)^2 \, d\sigma \right)^{\frac{1}{2}}. \]

(8.24)

Therefore to finish the proof, we still need to show that if \( \bar{u}_+ = 0 \) on \( S_{128R} \), then

\[
\left( \int_{S_{R}} M^0_R(\bar{u}_-)^{p_n} \, d\sigma \right)^{\frac{1}{p_n}} \leq CR \left( \int_{S_{128R}} |\partial^n_\nu(\bar{u}_+, \pi_+) - \partial^n_\nu(\bar{u}_-, \pi_-)|^2 \, d\sigma \right)^{\frac{1}{2}} \]

\[ + C \left( \int_{S_{128R}} M(\bar{u})^2 \, d\sigma \right)^{\frac{1}{2}}. \]  

(8.25)
Since $\mathbf{\overline{u}} = 0$ on $S_{128R}$, we can apply Lemma 8.4 with $\mu = 0$ and get

$$\int_{S_{16R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_+, \pi_+)|^2 d\sigma \leq C \int_{S_{16R}} (M_{D_{16R}} (\nabla \mathbf{\overline{u}}_+)^2 + M_{D_{16R}} (\pi_+)^2) d\sigma \leq \frac{C}{R^2} \int_{S_{128R}} M(\mathbf{\overline{u}}_+)^2 d\sigma. \quad (8.26)$$

Arguing as before using fractional integration estimates, we have

$$\left(\int_{S_R} M_R^0(\mathbf{\overline{u}}_-)^{p_0} d\sigma\right)^{\frac{1}{p_0}} \leq C R \left(\int_{S_{2R}} M_{D_{2R}} (\nabla \mathbf{\overline{u}}_-)^2 d\sigma\right)^{\frac{1}{2}} + C \left(\int_{S_{2R}} M(\mathbf{\overline{u}}_-)^2 d\sigma\right)^{\frac{1}{2}}. \quad (8.27)$$

Now, applying Lemma 6.5 with $\mu = 0$ and $\mathbf{\overline{u}}_+$ exchanged with $\mathbf{\overline{u}}_-$ leads to the estimate

$$\int_{S_R} |\nabla \mathbf{\overline{u}}_-|^2 d\sigma \leq C \int_{S_{2R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)|^2 d\sigma + \frac{C}{R} \int_{D_{2R}} (|\nabla \mathbf{\overline{u}}_-|^2 + |\pi_-|^2) dx. \quad (8.28)$$

Similarly, using Lemma 6.1 and apply Lemma 8.3 with $\mu = 0$ and $\mathbf{\overline{u}}_+$ exchanged with $\mathbf{\overline{u}}_-$ gives

$$\int_{D_R} (|\nabla \mathbf{\overline{u}}_-|^2 + |\pi_-|^2) dx \leq \frac{C}{R} \int_{S_{2R}} M(\mathbf{\overline{u}}_-)^2 d\sigma + C \int_{S_{2R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)||\mathbf{\overline{u}}_-| d\sigma \leq \frac{C}{R} \int_{S_{2R}} M(\mathbf{\overline{u}}_-)^2 d\sigma + C \int_{S_{2R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)|^2 d\sigma. \quad (8.29)$$

Combining (8.10) with (8.28) and then using (8.29) yields

$$\int_{S_{2R}} M_{D_{2R}} (\nabla \mathbf{\overline{u}}_-)^2 d\sigma \leq \frac{C}{R^2} \int_{S_{16R}} M(\mathbf{\overline{u}}_-)^2 d\sigma + C \int_{S_{16R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)|^2 d\sigma. \quad (8.30)$$

Then using (8.30) in (8.27) gives

$$\left(\int_{S_R} M_R^0(\mathbf{\overline{u}}_-)^{p_0} d\sigma\right)^{\frac{1}{p_0}} \leq C R \left(\int_{S_{16R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)|^2 d\sigma\right)^{\frac{1}{2}} + C \left(\int_{S_{16R}} M(\mathbf{\overline{u}}_-)^2 d\sigma\right)^{\frac{1}{2}} \leq C R \left(\int_{S_{16R}} |\partial_\nu^\lambda(\mathbf{\overline{u}}_+, \pi_+) - \partial_\nu^\lambda(\mathbf{\overline{u}}_-, \pi_-)|^2 d\sigma\right)^{\frac{1}{2}} + C \left(\int_{S_{16R}} M(\mathbf{\overline{u}}_-)^2 d\sigma\right)^{\frac{1}{2}} \quad (8.31)$$

Combining (8.26) with (8.31) is enough to establish (8.25) and finish the proof. $\Box$

We will also need the following technical lemma which is proved by Z. Shen in [84].
Lemma 8.5  Assume $0 < \beta < 1 < \alpha$ and $1 < q < p$. Also, let $Q_0$ be a cube in $\mathbb{R}^n$ and $F \in L^1(2Q_0)$, $f \in L^q(2Q_0)$. Suppose that there exist $C_1, C_2 > 0$ with the property that for each dyadic sub-cube $Q$ of $Q_0$ with $|Q| \leq \beta |Q_0|$, there exist two integrable functions $F_Q$ and $R_Q$ on $2Q$ such that $|F| \leq |F_Q| + |R_Q|$ on $2Q$, and

$$\left( \int_{2Q} |R_Q|^p \, dx \right)^{\frac{1}{p}} \leq C_1 \left[ \int_{\alpha Q} |F| \, dx + \int_{Q} |f| \, dx \right], \quad (8.32)$$

$$\int_{2Q} |F_Q| \, dx \leq C_2 \int_{Q} |f| \, dx. \quad (8.33)$$

Then

$$\left( \int_{Q_0} |F|^q \, dx \right)^{\frac{1}{q}} \leq C \int_{2Q_0} |F| \, dx + C \left( \int_{2Q_0} |f|^q \, dx \right)^{\frac{1}{q}}, \quad (8.34)$$

where $C = C(p, q, C_1, C_2, \alpha, \beta, n) > 0$.

The following version of Gehring’s Lemma is also necessary.

Lemma 8.6 [Gehring’s Lemma]
Fix $p > 1$, and let $1 \leq q < p$. Assume there exists functions $g, h \in L^p(\partial \Omega)$ and $K > 0$ such that for any surface ball $S_{2R}$,

$$\left( \int_{S_{2R}} |g|^p \, d\sigma \right)^{\frac{1}{p}} \leq K \left( \int_{S_{2R}} |g|^q \, d\sigma \right)^{\frac{1}{q}} + \left( \int_{S_{2R}} |h|^p \, d\sigma \right)^{\frac{1}{p}}. \quad (8.35)$$

Then there exist $\varepsilon_0 > 0$ and $C > 0$, depending only on $K$, $p$ and $q$, such that if $0 \leq \varepsilon < \varepsilon_0$, then

$$\int_{\partial \Omega} |g|^{p+\varepsilon} \, d\sigma \leq C \int_{\partial \Omega} |h|^{p+\varepsilon} \, d\sigma. \quad (8.36)$$

For a proof of this lemma, see the Appendix. Our next lemma will show that that the estimate (8.3) for solutions of (8.1) continues to hold for larger values of $p$.

Lemma 8.7  Let $\Omega \subset \mathbb{R}^n$, $n \geq 4$, be a Lipschitz domain, and set $p_n := \frac{2(n-1)}{n-3}$. Then there exists $\varepsilon = \varepsilon(\Omega) > 0$ such that for any $\bar{g} \in L^2(\partial \Omega) \hookrightarrow L^{p_n}(\partial \Omega)$ then the $L^2$-solution $(\bar{u}_+, \pi_+)$ of (8.1) satisfies the estimate

$$\int_{\partial \Omega} M(\bar{u})^p \, d\sigma \leq C(\Omega, p) \int_{\partial \Omega} |\bar{g}|^p \, d\sigma \quad \text{for every } p \in (2, p_n + \varepsilon), \quad (8.37)$$

where, as before, $M(\bar{u}) := \max\{M(\bar{u}_+), M(\bar{u}_-))\}.$
Proof. First, let $(\bar{u}_\pm, \pi_\pm)$ be as in (8.2). Since $\bar{g} \in L^2_1(\partial \Omega)$, we have $M(\bar{u}_\pm), M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^2(\partial \Omega)$. Applying Lemma 7.2 then gives that $M(\bar{u}_\pm) \in L^p(\partial \Omega)$. We need to show that $\bar{u}_\pm$ satisfies (8.37). Fix $S_R \subset \partial \Omega$. Choose $\phi \in C_0^\infty(\mathbb{R}^n)$ such that $\phi \equiv 1$ on $S_{128R}$, $\phi \equiv 0$ on $\partial \Omega \setminus S_{256R}$, $|\phi| \leq 1$ and $|\nabla \phi| \leq \frac{C}{R}$. Define $\bar{v}_\pm := D_\lambda \left( \left( \frac{1}{2} \frac{1}{1+\mu} I + K_\lambda \right)^{-1}(\phi \bar{g}) \right)$ in $\Omega_\pm$ and set $\eta_\pm := \mathcal{P}_\lambda \left( \left( \frac{1}{2} \frac{1}{1+\mu} I + K_\lambda \right)^{-1}(\phi \bar{g}) \right)$ in $\Omega_\pm$. Set $M(\bar{v}) := \max \{ M(\bar{v}_+), M(\bar{v}_-) \}$. Using the $L^2$ well-posedness estimate for $\bar{v}_\pm$, we have

$$
\int_{\partial \Omega} M(\bar{v})^2 \, d\sigma \leq C \int_{\partial \Omega} |\bar{g}|^2 \, d\sigma. \tag{8.38}
$$

Let $\bar{w}_\pm := \bar{u}_\pm - \bar{v}_\pm$ and $\rho_\pm := \pi_\pm - \eta_\pm$. Then we have $\bar{w}_+ - \mu \bar{w}_- = g - \phi g = 0$ on $S_{128R}$ and $\partial^\lambda_\rho(\bar{w}_+, \rho_+) = \partial^\lambda_\rho(\bar{w}_-, \rho_-)$ on $\partial \Omega$. Set $M(\bar{w}) := \max \{ M(\bar{w}_+), M(\bar{w}_-) \}$. Applying Lemma 8.2 we then obtain

$$
\left( \int_{S_R} M(\bar{w})^{p_0} \, d\sigma \right)^{\frac{1}{p_0}} \leq C \left( \int_{S_{128R}} M(\bar{u})^2 + M(\bar{v})^2 \, d\sigma \right)^{\frac{1}{2}}. \tag{8.39}
$$

Combining (8.39) and (8.38) then gives

$$
\left( \int_{S_R} M(\bar{w})^{p_0} \, d\sigma \right)^{\frac{1}{p_0}} \leq C \left( \int_{S_{128R}} (M(\bar{u})^2 + M(\bar{v})^2) \, d\sigma \right)^{\frac{1}{2}} \leq C \left( \int_{S_{256R}} (M(\bar{u})^2 + |\bar{g}|^2) \, d\sigma \right)^{\frac{1}{2}}. \tag{8.40}
$$

Then applying Lemma 8.5 with

$$
F := M(\bar{u})^2, \quad F_{S_R} := M(\bar{v})^2, \quad R_{S_R} := M(\bar{w})^2, \quad f := |\bar{g}|^2, \quad \text{and} \quad q \in (1, p_0/2), \tag{8.41}
$$

we obtain, with $p := 2q \in (2, p_0)$,

$$
\left( \int_{S_R} M(\bar{w})^p \, d\sigma \right)^{\frac{1}{p}} \leq C \left( \int_{S_{128R}} M(\bar{u})^2 \, d\sigma \right)^{\frac{1}{2}} + C \left( \int_{S_{256R}} |\bar{g}|^p \, d\sigma \right)^{\frac{1}{2}}. \tag{8.42}
$$

Since this holds for every $2 < p < p_0$ and $M(\bar{u}), \bar{g} \in L^q(\partial \Omega)$ for every $2 \leq q \leq p_0$, it follows from Lemma 8.6 that there exists $\varepsilon > 0$ such that

$$
\int_{\partial \Omega} M(\bar{u})^p \, d\sigma \leq C_p \int_{\partial \Omega} |\bar{g}|^p \, d\sigma \quad \text{whenever} \quad 2 < p < p_0 + \varepsilon. \tag{8.43}
$$

This finishes the proof. \qed

The previous estimate allows us to establish the invertibility of the boundary integral operators in the following theorem.

**Theorem 8.8** Let $\Omega \subset \mathbb{R}^n$, $n \geq 4$, be a graph Lipschitz domain and fix $\mu \in [0, 1)$. There exists $\varepsilon > 0$ such that for $2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon$, the operators $\pm \frac{1}{2} \frac{1}{1+\mu} I + K_\lambda$ are invertible on $L^p(\partial \Omega)$. 
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Proof. This has already been established in the case when $p$ is near 2. Let $\varepsilon > 0$ be as in Lemma 8.7 and fix $2 < p < \frac{2(n-1)}{n-3} + \varepsilon$. Let $\vec{g} \in L^p(\partial\Omega)$. Then there exists $\vec{g}_j \in L^p(\partial\Omega) \cap L^2(\partial\Omega)$ ($j \in \mathbb{N}$) such that $\vec{g}_j$ converges to $\vec{g}$ in $L^p(\partial\Omega)$, as $j \to \infty$. Since $\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ is an invertible operator on $L^2(\partial\Omega)$, for each $j \in \mathbb{N}$, there exists $\vec{f}_j \in L^1(\partial\Omega)$ such that

$$
\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)\vec{f}_j = \vec{g}_j.
$$

(8.44)

For $j$ fixed, let $\vec{u}_\pm = D_\lambda \vec{f}_j$ in $\Omega_\pm$ and $\pi_\pm = F_\lambda \vec{f}_j$ in $\Omega_\pm$. Then $(\vec{u}_\pm, \pi_\pm)$ solves (8.1) with datum $\vec{g}_j$. Then by Lemma 8.7,

$$
\int_{\partial\Omega} |\vec{f}_j|^p \, d\sigma = \int_{\partial\Omega} |\vec{u}_+ - \vec{u}_-|^p \, d\sigma \leq 2^p \int_{\partial\Omega} M(\vec{u})^p \, d\sigma \leq C \int_{\partial\Omega} |\vec{g}_j|^p \, d\sigma,
$$

(8.45)

which proves that $\vec{f}_j \in L^p(\partial\Omega)$. Repeating the above argument with the functions $\vec{f}_j - \vec{f}_k$ and $\vec{g}_j - \vec{g}_k$, $j, k \in \mathbb{N}$, we can conclude that

$$
\|\vec{f}_j - \vec{f}_k\|_{L^p(\partial\Omega)} \leq C \|\vec{g}_j - \vec{g}_k\|_{L^p(\partial\Omega)} \quad \forall \, j, k \in \mathbb{N}.
$$

(8.46)

Since $\{\vec{g}_j\}_j$ is a Cauchy sequence in $L^p(\partial\Omega)$, it follows that $\{\vec{f}_j\}_j$ is a Cauchy sequence in $L^p(\partial\Omega)$, and so there exists $\vec{f} \in L^p(\partial\Omega)$ such that $\vec{f}_j$ converges to $\vec{f}$ in $L^p(\partial\Omega)$. Then, for every $j \in \mathbb{N}$, formula (8.44) gives

$$
\|\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)\vec{f} - \vec{g}\|_{L^p(\partial\Omega)} \leq \|\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)(\vec{f} - \vec{f}_j)\|_{L^p(\partial\Omega)} + \|\vec{g}_j - \vec{g}\|_{L^p(\partial\Omega)}.
$$

(8.47)

so letting $j \to \infty$ yields that $\left(\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda\right)\vec{f} = \vec{g}$. Thus, the operator $\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ maps onto $L^p(\partial\Omega)$, and is therefore semi-Fredholm on $L^p(\partial\Omega)$ for every $\mu \in [0, 1)$. For $\mu$ close enough to 1, the operator $\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ is invertible on $L^p(\partial\Omega)$ via a Neumann series, so it has index zero. Then $\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ has index zero on $L^p(\partial\Omega)$ for all $\mu \in [0, 1)$, so it is, in fact, invertible on $L^p(\partial\Omega)$ for all $\mu \in [0, 1)$. If we reverse the roles of $\vec{u}_+$ and $\vec{u}_-$ and repeat the argument, we can show that the operator $-\frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ is also invertible on $L^p(\partial\Omega)$. This completes the proof. □

We conclude this section with

Proof of Theorem 8.1. Since the operators $\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda$ are invertible on $L^p(\partial\Omega)$ for $\mu \in [0, 1)$ and $2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon$, by duality, the operators $\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda^*$ are invertible on $L^p(\partial\Omega)$ for $\mu \in [0, 1)$ and $\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon$. Then the theorem follows from Proposition 4.19 and Theorem 5.9. □

8.2 The Dirichlet problem

This section will be devoted to proving the following result.

Theorem 8.9 Let $\Omega \subseteq \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\partial\Omega) > 0$ such that for each

$$
2 - \varepsilon < p < \infty, \quad \text{if} \quad n = 2, 3,
$$

$$
2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon, \quad \text{if} \quad n \geq 4,
$$

(8.48)
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the Dirichlet problem
\[
\begin{align*}
\Delta \vec{u} &= \nabla \pi, \quad \text{div} \vec{u} = 0 \quad \text{in} \ \Omega, \\
M(\vec{u}) &\in L^p(\partial \Omega), \\
\vec{u} \big|_{\partial \Omega} &= \vec{f} \in L^p(\partial \Omega),
\end{align*}
\] (8.49)
has a solution, which is unique modulo adding functions which are constant in \(\Omega\) to the pressure term. In addition, there exists a finite constant \(C > 0\) such that
\[
\|M(\vec{u})\|_{L^p(\partial \Omega)} \leq C\|\vec{f}\|_{L^p(\partial \Omega)}.
\] (8.50)

Proof. Let \(\lambda \in (-1, 1]\). From Theorem 8.8, (7.103), and duality it follows that the operator
\[
\frac{1}{2}I + K_\lambda : L^p(\partial \Omega) \longrightarrow L^p(\partial \Omega)
\] (8.51)
is an isomorphism for each \(p\) as in (8.48). Then the functions
\[
\vec{u} = D_\lambda((\frac{1}{2}I + K_\lambda)^{-1}\vec{f}) \quad \text{and} \quad \pi = P_\lambda((\frac{1}{2}I + K_\lambda)^{-1}\vec{f})
\] (8.52)
will solve (8.49) and satisfy (8.50).

Turning our attention to the issue of uniqueness, let \((\vec{u}, \pi)\) solve the homogeneous version of (8.50) for some \(p \in (2 - \varepsilon, 2(n - 3)/n - 3 + \varepsilon)\). To fix ideas, assume that \(\Omega\) is the upper-graph of a Lipschitz function \(\varphi : \mathbb{R}^{n-1} \to \mathbb{R}\) satisfying \(\varphi(0) = 0\), and for each \(R > 0\), consider the bounded Lipschitz domain
\[
D_R := \{x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : |x'| < 2R, 0 < x_n - \varphi(x') < 2R\}. \tag{8.53}
\]
As it will be shown in § 9.2, via arguments which are independent of the present considerations, there exists some finite constant \(C > 0\) which depends only on \(p\) and the Lipschitz character of \(\Omega\), such that
\[
\int_{\partial D_R} M_D(\vec{u})^p d\sigma \leq C \int_{\partial D_R} |\vec{u}|^p d\sigma,
\] (8.54)
where \(M_D\) stands for the nontangential maximal operator associated with the domain \(D_R\). In order to continue, set \(S_R := B(0, R) \cap \partial \Omega\) and denote by \(V_R := \partial D_R \setminus (S_R \cup (S_R + Re_n))\) the lateral side of the boundary of the domain \(D_R\). Then, with \(M_0\) as in (7.58), we may write
\[
\int_{S_R} M_0(\vec{u})^p d\sigma \leq \int_{\partial D_R} M_D(\vec{u})^p d\sigma \leq C \int_{\partial D_R} |\vec{u}|^p d\sigma \tag{8.54}
\]
\[
= C \int_{V_R} |\vec{u}|^p d\sigma + C \int_{S_R} |\vec{u}(\cdot + Re_n)|^p d\sigma + C \int_{\partial \Omega} |\vec{u}|^p d\sigma \tag{8.55}
\]
\[
\leq C \int_{V_R} |\vec{u}|^p d\sigma + C \int_{\partial \Omega} |\vec{u}(\cdot + Re_n)|^p d\sigma \tag{8.55}
\]
\[
=: I_R + II_R,
\] 148
since $\bar{u}$ vanishes on $\partial \Omega$. Next, observe that if $\eta > 0$ is a sufficiently small constant depending only on $\partial \Omega$, then for each $x \in \partial \Omega$, interior estimates and Lemma 7.3 give

$$|\bar{u}(x + Re_n)| \leq C \left( \int_{B(x + Re_n, \eta R)} |\bar{u}|^{\frac{pn}{n-1}} \right)^{\frac{n-1}{pn}} \leq CR^{-\frac{n-1}{n}} \|\bar{u}\|_{L^p(\partial \Omega)}.$$  \hfill (8.56)

In particular,

$$\lim_{R \to \infty} |\bar{u}(x + Re_n)| = 0 \text{ for each } x \in \partial \Omega,$$

and $|\bar{u}(\cdot + Re_n)| \leq M(\bar{u})$ for each $R > 0$,

so that,

$$\lim_{R \to \infty} II_R = 0,$$

by Lebesgue’s Dominated Convergence Theorem. Let us now replace $R$ by $\tau R$ in (8.55) and then integrate the resulting inequality for $\tau \in [1, 3/2]$. If we consider the pipe-like region

$$P_R := \{x = (x', x_n) \in \mathbb{R}^{n-1} \times \mathbb{R} : R/2 < |x'| < 4R, \ 0 < x_n - \varphi(x') < 4R\},$$  \hfill (8.59)

then, on account of (8.58), we obtain

$$\int_{S_R} M_R^0(\bar{u})^p \, d\sigma \leq C \int_1^{3/2} I_{\tau R} \, d\tau + C \int_1^{3/2} II_{\tau R} \, d\tau \leq CR^{-1} \int_{P_R} |\bar{u}|^p \, dx + o(1) \leq C \int_{S_{4R} \setminus S_{R/2}} M(\bar{u})^p \, d\sigma + o(1) \hfill (8.60)$$

as $R \to \infty$. However, since $M(\bar{u}) \in L^p(\partial \Omega)$, we also have $\int_{S_{4R} \setminus S_{R/2}} M(\bar{u})^p \, d\sigma = o(1)$ as $R \to \infty$. Hence, by Lebesgue’s Monotone Convergence Theorem,

$$\int_{\partial \Omega} M(\bar{u})^p \, d\sigma = \lim_{R \to \infty} \int_{S_R} M_R^0(\bar{u})^p \, d\sigma = 0. \hfill (8.61)$$

From this we may, of course, conclude that $\bar{u}$ vanishes in $\Omega$. \hfill □

9 Boundary value problems in bounded Lipschitz domains

9.1 Localization arguments

Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$ and consider an open, finite cover of $\partial \Omega$ with coordinate charts $(Z_i, \varphi_i)$, $i = 1, ..., m$. Also, for each $i$, denote by $\Sigma_i$ the graph of $\varphi_i$ in the system of coordinates induced by $Z_i$. 
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For fixed $\mu \in [0,1)$, $-1 < \lambda \leq 1$, denote by $T$ the operator $\pm \frac{1+\mu}{2} I + K_\lambda$ on $\partial \Omega$, where $K_\lambda$ is as in (4.44), and let $T_i$ stands for $\pm \frac{1+\mu}{2} I + K_\lambda$ on $\Sigma_i$, where $K_\lambda$ is as in (4.44) but with $\partial \Omega$ replaced by $\Sigma_i$. In particular, for each $p \in (\frac{2m+1}{m},1]$ (which we shall henceforth assume) there exists $C = C(\lambda, \mu, p) > 0$ such that

$$
\|f\|_{\tilde{H}^{1,p}_n(\Sigma_i)} \leq C \|T_i f\|_{\tilde{H}^{1,p}_n(\Sigma_i)}, \quad \forall f \in \tilde{H}^{1,p}_n(\Sigma_i), \quad 1 \leq i \leq m. \tag{9.1}
$$

Next, let $\{\xi_i\}_{1 \leq i \leq m}$ be a family of smooth functions with compact support in $Z_i$ which form a partition of unity in a neighborhood of $\partial \Omega$. Also, for each $i$, let $\zeta_i \in C_0^\infty(Z_i)$ be such that $\zeta_i \equiv 1$ in a neighborhood of $\text{supp} \xi_i$. Then, with $\lambda$ and $p$ as above, for any $f \in h^{1,p}_n(\partial \Omega)$, we may write

$$
\|f\|_{h^{1,p}_n(\partial \Omega)} \leq C \sum_{i=1}^m \|\xi_i f\|_{h^{1,p}_n(\partial \Omega)} \leq C \sum_{i=1}^m \|\tilde{T}_i \xi_i f\|_{\tilde{H}^{1,p}_n(\Sigma_i)} \leq C \sum_{i=1}^m \|T_i (\xi_i f)\|_{\tilde{H}^{1,p}_n(\Sigma_i)} \tag{9.2}
$$

$$
\leq C \sum_{i=1}^m \|\zeta_i T_i (\xi_i f)\|_{\tilde{H}^{1,p}_n(\Sigma_i)} + C \sum_{i=1}^m \|(1 - \zeta_i) T_i (\xi_i f)\|_{\tilde{H}^{1,p}_n(\Sigma_i)}
$$

$$
\leq C \sum_{i=1}^m \sum_{j=1}^{n-1} \|\partial_{\tau_{jn}} [\zeta_i T_i (\xi_i f)]\|_{H^{1,p}_n(\Sigma_i)} + C \sum_{i=1}^m \sum_{j=1}^{n-1} \|\partial_{\tau_{jn}} [(1 - \zeta_i) T_i (\xi_i f)]\|_{H^{1,p}_n(\Sigma_i)}.
$$

Above, the first inequality uses the fact that $f = \sum_{i=1}^m \xi_i f$ on $\partial \Omega$, the second one follows from Lemma 2.10 (here, tilde denotes the extension by zero outside the support to a function defined on $\Sigma_i$), the third is based on (9.1), while the fourth one is implied by Lemma 2.7. Finally, the fifth inequality is a consequence of (2.61) (here, the tangential derivative operator $\partial_{\tau_{jn}}$ is defined as before, but relative to the system of coordinates induced by $Z_i$ in $\mathbb{R}^n$).

We adopt the following terminology. Call an expression of the form $\|\mathcal{R} f\|_X \text{ residual}$ if $\mathcal{R}$ maps $h^{1,p}_n(\partial \Omega)$ compactly into the quasi-Banach space $X$. Recall the index $p^*$ from (2.48) and observe that for each $q \in (1, p^*)$, the operator of multiplication by $\xi_i$ is compact from $h^{1,p}_n(\partial \Omega)$ into $L^q(\Sigma_i)$. This and Lemma 2.9 show that the terms in the last double sum in (9.2) are residual. In order to continue, note that there exists a family of ‘nice’ singular integral operators $\{R_k\}_{1 \leq k \leq n}$ on $\partial \Omega$, such that

$$
\partial_{\tau_{jn}} T_i = \pm \frac{1+\mu}{2} \frac{1-\mu}{1-\mu} \partial_{\tau_{jn}} + \sum_{k=1}^n R_k \partial_{\tau_{jk}}. \tag{9.3}
$$

In fact, from the identity (4.98), the $R_k$’s can be taken to be principal-value singular integral operators on $\partial \Omega$ whose kernels are of the form $\partial_k E(x-y)$ or $\partial_k E_\Delta(x-y)$, $1 \leq k \leq n$. Furthermore, we also have

$$
\partial_{\tau_{jn}} T_i = \pm \frac{1+\mu}{2} \frac{1-\mu}{1-\mu} \partial_{\tau_{jn}} + \sum_{k=1}^n R_k^i \partial_{\tau_{jk}}, \quad 1 \leq i \leq m, \tag{9.4}
$$

where $R_k^i$ is the version of $R_k$ written for $\Sigma_i$ in place of $\partial \Omega$. Consider now a typical term in the next-to-the-last double sum in (9.2), and for a fixed $q \in (1, p^*)$, note that
\[
\|\partial_{j_n}^i [\zeta T_i(\xi_i f)]\|_{H^p_{at}(\Sigma_i)} \leq C\|\zeta T_i(\xi_i f)\|_{h^1_{at, p}(\Sigma_i)} \leq C\|\zeta T_i(\xi_i f)\|_{h^1_{at, p}(\partial\Omega)} \\
\approx \|\zeta T_i(\xi_i f)\|_{L^p(\partial\Omega)} + \|\partial_{j_n}^i [\zeta T_i(\xi_i f)]\|_{h^p_{at}(\partial\Omega)} \\
= \|\zeta T_i(\xi_i f)\|_{L^p(\partial\Omega)} + \|\partial_{j_n}^i [\zeta T_i(\xi_i f)]\|_{h^p_{at}(\partial\Omega)},
\]
thanks to (2.83), (2.91), (2.93), and the fact that the integral operators \(T_i\) and \(T\) have the same kernel. Since

\[
q \in (1, p^*) \implies h^1_{at, p}(\partial\Omega) \hookrightarrow L^q(\partial\Omega) \text{ compactly},
\]
and since \(\zeta_i T\xi_i\) maps \(L^q(\partial\Omega)\) boundedly into itself, we may conclude that the first term in the bottom line of (9.5) is residual. Regarding the second term, using (9.4) we may write

\[
\partial_{j_n}^i [\zeta_i T(\xi_i f)] = (\partial_{j_n}^i \zeta_i) T(\xi_i f) + \sum_{k=1}^{n} \zeta_i R_k((\partial_{j_k}^i \xi_i) f) \pm \frac{1+\mu}{2} (\partial_{j_n}^i \xi_i) f \\
\pm \frac{1+\mu}{2} \xi_i \partial_{j_n}^i f + \sum_{k=1}^{n} \zeta_i R_k(\xi_i (\partial_{j_k}^i f)).
\]

Again, granted (9.6) and the fact that the operators \((\partial_{j_n}^i \zeta_i) T\xi_i, \zeta_i R_k(\partial_{j_k}^i \xi_i)\) map \(L^q(\partial\Omega)\) boundedly into itself, we may further deduce that the first three terms in the right hand side of (9.7) give rise to residual expressions. There remains to consider the terms in the last line in (9.7) which, with the help of (9.3), we further transform as

\[
\pm \frac{1+\mu}{2} \xi_i \partial_{j_n}^i f + \sum_{k=1}^{n} \zeta_i R_k(\xi_i (\partial_{j_k}^i f)) = \sum_{k=1}^{n} \zeta_i [R_k, \xi_i] (\partial_{j_k}^i f) \pm \frac{1+\mu}{2} \xi_i \partial_{j_n}^i f + \sum_{k=1}^{n} \xi_i R_k(\partial_{j_k}^i f) \\
= \sum_{k=1}^{n} \zeta_i [R_k, \xi_i] (\partial_{j_k}^i f) + \xi_i \partial_{j_n}^i (Tf).
\]

Since for every \(p \in \left(\frac{n-1}{m}, 1\right]\) there exist \(q > 1\) and \(s \in (0, 1)\) such that \(h^q_{at}(\partial\Omega) \hookrightarrow B^s(\partial\Omega)\) compactly and since \(L^q(\partial\Omega) \hookrightarrow h^p(\partial\Omega)\), Lemma 2.23 shows that each \([R_k, \xi_i]\partial_{j_k}^i\) gives rise to a residual expression. If we also note that

\[
\|\zeta_i \partial_{j_n}^i (Tf)\|_{h^p_{at}(\partial\Omega)} \leq C\|\partial_{j_n}^i (Tf)\|_{h^p_{at}(\partial\Omega)} \leq C\|Tf\|_{h^1_{at, p}(\partial\Omega)},
\]
then the above reasoning proves that, whenever \(\frac{n-1}{m} < p \leq 1, \mu \in [0, 1)\) and \(-1 < \lambda \leq 1\), there exists a constant \(C > 0\) such that

\[
\|f\|_{h^1_{at, p}(\partial\Omega)} \leq C\|(-\frac{1+\mu}{2} \xi_i f + K_\lambda f)\|_{h^1_{at, p}(\partial\Omega)} + \text{residual expressions},
\]
for every \(f \in h^1_{at, p}(\partial\Omega)\).

The estimate (9.10) leads to the following results.
Proposition 9.1 For \( n = 2, 3 \), let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain and assume that \( \mu \in (0, 1) \) and \(-1 < \lambda \leq 1\). Then there exists \( \varepsilon > 0 \) such that

\[
\pm \frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda : h_{1,\mu}^p(\partial \Omega) \rightarrow h_{1,\mu}^p(\partial \Omega)
\]

(9.11)

are Fredholm operators of index zero for each \( \frac{2(n-1)}{n+1} - \varepsilon < p \leq 1 \).

Proof. The estimate (9.10) shows that the operators \( \pm \frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda \) are bounded from below modulo compact operators on \( h_{1,\mu}^p(\partial \Omega) \) for each \( \mu \in (0, 1) \). In particular, (9.11) are semi-Fredholm operators. Since they are invertible when \( \mu \) is sufficiently close to 1, the homotopic invariance of the index may be invoked in order to conclude that this one-parameter family of operators (indexed by \( \mu \)) consists of Fredholm operators with index zero. \( \square \)

Corollary 9.2 Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain and assume that \( \mu \in (0, 1) \) and \(-1 < \lambda \leq 1\). Then there exists \( \varepsilon > 0 \) such that for \( p \in \left( \frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon \right) \),

\[
\pm \frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda : h_{1,\mu}^p(\partial \Omega) \rightarrow h_{1,\mu}^p(\partial \Omega)
\]

(9.12)

are Fredholm operators of index zero.

Proof. The case \( p \leq 1 \) is covered by the previous proposition. When \( p > 1 \), we can derive an estimate corresponding to (9.10) in a similar fashion as before, although in this case, since we are dealing with classic Sobolev spaces \( L^p(\partial \Omega) \), the argument is a little more straightforward. Again, this type of estimate is enough to prove that the operators in question are Fredholm with index zero. \( \square \)

As a result of the previous theorem when \( \mu = 0 \), it can also be shown that the operators

\[
\pm \frac{1}{2} I + K_\lambda : h_{1,\mu}^p(\partial \Omega) \rightarrow h_{1,\mu}^p(\partial \Omega)
\]

(9.13)

are Fredholm with index zero. In particular, using Lemma 11.40 and (5.125) then gives

\[
\text{Ker} \left( \pm \frac{1}{2} I + K_\lambda : h_{1,\mu}^p(\partial \Omega) \rightarrow h_{1,\mu}^p(\partial \Omega) \right) = \Psi^\lambda(\partial \Omega^\pm),
\]

(9.14)

for each \( p \in \left( \frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon \right) \). We can now prove the following theorem.

Theorem 9.3 Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain and assume \(-1 < \lambda \leq 1\). Then there exists \( \varepsilon > 0 \) such that for \( p \in \left( \frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon \right) \), the operators

\[
\pm \frac{1}{2} \frac{1 + \mu}{1 - \mu} I + K_\lambda : h_{1,\mu}^p(\partial \Omega) \rightarrow h_{1,\mu}^p(\partial \Omega)
\]

(9.15)

are isomorphisms for all \( \mu \in (0, 1) \). Moreover, corresponding to the case \( \mu = 0 \), the operators

\[
\pm \frac{1}{2} I + K_\lambda : h_{1,\mu}^p(\partial \Omega)/\Psi^\lambda(\partial \Omega^\pm) \rightarrow h_{1,\mu}^p(\partial \Omega)/\Psi^\lambda(\partial \Omega^\pm)
\]

(9.16)

are also isomorphisms.
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**Proof.** From Theorem 5.17, we know the above operators are isomorphisms when \( p \) is near 2. Then since \( L^2_1(\partial \Omega) \) is dense in \( h^p_1(\partial \Omega) \), the operators in (9.15) must have dense range. From Corollary 9.2, the range is also closed, and so the operators are surjective. Since they are also Fredholm with index zero, this implies that the operators in (9.15) are in fact isomorphisms.

Arguing as in the last paragraph of § 5.3, it follows from Corollary 9.2 that the operators in (9.16) are Fredholm with index zero. Since we know that (9.16) are isomorphisms when \( p \) is near 2 and \( L^2_{1,\nu_{\pm}}(\partial \Omega) \) is dense in \( h^p_{1,\nu_{\pm}}(\partial \Omega) \), these operators must have dense range for each \( p \) in the desired range. Since the range is also closed, the operators in (9.16) must be onto, and therefore they are in fact isomorphisms. □

At this point, we are ready to prove the following result with regards to the invertibility of the single layer.

**Theorem 9.4** For each bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \) with \( n \geq 3 \), there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) with the property that

\[
S : h^p(\partial \Omega) \big/ \nu \mathbb{R}_{\partial \Omega} \longrightarrow h^p_{1,\nu}(\partial \Omega)
\]  

is an isomorphism for each \( p \in \left( \frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon \right) \).

**Proof.** First, note that the operator (9.17) is well-defined due to (5.78) and (5.175). We will show that

\[
\ker \left( S : h^p(\partial \Omega) \to h^p_{1,\nu}(\partial \Omega) \right) = \nu \mathbb{R}_{\partial \Omega}.
\]

Assume \( \tilde{f} \in h^p(\partial \Omega) \) is such that \( S \tilde{f} = 0 \). Then \( \tilde{u}_{\pm} := S \tilde{f} \) in \( \Omega_{\pm} \) and \( \pi_{\pm} := Q \tilde{f} \) in \( \Omega_{\pm} \) satisfy

\[
\begin{align*}
\Delta \tilde{u}_{\pm} &= \nabla \pi_{\pm} \text{ in } \Omega_{\pm}, \\
\text{div } \tilde{u}_{\pm} &= 0 \text{ in } \Omega_{\pm}, \\
\tilde{u}_{\pm}|_{\partial \Omega} &= 0, \\
M(\nabla \tilde{u}_{\pm}), M(\pi_{\pm}) &\in L^p(\partial \Omega).
\end{align*}
\]  

(9.19)

Since \( M(\nabla \tilde{u}_{\pm}) \in L^p(\partial \Omega) \), by Lemma 11.9, it follows that \( M(\tilde{u}) \in L^{p^*}(\partial \Omega) \) where \( \frac{1}{p^*} = \frac{1}{p} - \frac{1}{n-1} \). Then since \( p^* > 2 - \varepsilon \), uniqueness for the \( L^2 \) Dirichlet problem guarantees that \( \tilde{u}_{\pm} \) are locally constant. Then \( \pi_{\pm} \) are also locally constant, and so it follows that

\[
\tilde{f} = \partial_{\nu_{\pm}}^\lambda(\tilde{u}_-, \pi_-) - \partial_{\nu_{\pm}}^\lambda(\tilde{u}_+, \pi_+) = \nu(\pi_+ - \pi_-) \in \nu \mathbb{R}_{\partial \Omega},
\]

(9.20)

which proves (9.18). From (4.142), we know that

\[
S \circ (\partial_{\nu_{\pm}}^\lambda(D(\cdot), P(\cdot))) = (\frac{1}{2} I + K_{\lambda}) \circ (-\frac{1}{2} I + K_{\lambda}),
\]

(9.21)

as operators on \( h^p_1(\partial \Omega) \). Although the identity (4.142) was originally proven for \( p \geq 1 \), by a density argument, it must also hold for \( \frac{n-1}{n} < p < 1 \). Now from Corollary 9.2, we know that the operators
\( \pm \frac{1}{2} I + K_{\lambda} \) are Fredholm for \( p \in (\frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon) \), and hence from (4.142), we can conclude that the operator

\[
S : h^p(\partial \Omega) \to h^p_1(\partial \Omega) \tag{9.22}
\]

has a finite codimensional range, which in turn implies that its range is closed. Now since the operator in (9.22) has closed range and (9.18) holds for all \( \frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon \), it follows that (9.17) is injective and has closed range for all values of \( p \) in this range. Furthermore, from Theorem 5.18, the operator in (9.17) is an isomorphism when \( p \) is near 2, and so applying Theorem 11.46 from the Appendix, it must be an isomorphism for all \( \frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon \).

Since (9.17) is a self-adjoint operator, the following corollary follows immediately by duality.

**Corollary 9.5** For each bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \) with \( n \geq 3 \) there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) with the property that for each

\[
2 - \varepsilon < p < \infty \quad \text{if} \quad n = 3, \tag{9.23}
\]

\[
2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon \quad \text{if} \quad n \geq 4, \tag{9.24}
\]

the operator

\[
S : L^p_{-1}(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega} \longrightarrow L^p_{\nu}(\partial \Omega) \tag{9.25}
\]

is an isomorphism.

We also have the following results for \( n = 2 \).

**Theorem 9.6** For each bounded Lipschitz domain \( \Omega \subset \mathbb{R}^2 \) there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) with the property that the operator

\[
\tilde{S} : \left( h^p(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega} \right) \oplus \mathbb{R}^2 \longrightarrow h^p_{1,\nu}(\partial \Omega) \oplus \mathbb{R}^2, \tag{9.26}
\]

given by

\[
\tilde{S}(\tilde{g}, \tilde{c}) := \left( S\tilde{g} + \tilde{c}, \int_{\partial \Omega} \tilde{g} d\sigma \right), \tag{9.27}
\]

is an isomorphism for each \( p \in (\frac{2}{3} - \varepsilon, 2 + \varepsilon) \).

**Proof.** Arguing as in the proof of Theorem 9.4, we can establish that (9.22) is a Fredholm operator for each \( p \in (\frac{2}{3} - \varepsilon, 2 + \varepsilon) \). Recall the decomposition \( \tilde{S} = S_{\circ} + S_1 \) as defined in (5.188). Since we know \( S_{\circ} \cong S \) is Fredholm, and \( S_1 \) is compact (being an operator of finite rank), it follows that \( \tilde{S} \) is also Fredholm, and therefore has closed range for all \( p \in (\frac{2}{3} - \varepsilon, 2 + \varepsilon) \). Since \( \tilde{S} \) is an isomorphism for \( p = (2 - \varepsilon, 2 + \varepsilon) \) according to Theorem 5.21, it has dense range for all \( p \in (\frac{2}{3} - \varepsilon, 2 + \varepsilon) \), and therefore it is onto for all \( p \) in this range. Applying Theorem 11.46 from the Appendix, we can conclude that \( \tilde{S} \) is an isomorphism for each \( p \) in the desired range. \( \square \)

It can also be shown that (9.26) is a self-adjoint operator, and so the following corollary follows immediately by duality.
Corollary 9.7 For each bounded Lipschitz domain $\Omega \subset \mathbb{R}^2$ there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ with the property that the operator

$$\tilde{S} : \left( L^p_{-1}(\partial \Omega)/\nu \mathbb{R}_{\nu} \right) \oplus \mathbb{R}^2 \longrightarrow L^p_{\nu}(\partial \Omega) \oplus \mathbb{R}^2$$

(9.28)

as in (9.27) is an isomorphism for each $2 - \varepsilon < p < \infty$.

Next, we state another result involving the single layer in two dimensions.

Theorem 9.8 For each bounded Lipschitz domain $\Omega \subset \mathbb{R}^2$ there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ with the property that

$$S : h^p(\partial \Omega)/\nu \mathbb{R}_{\nu} \oplus \mathcal{W} \longrightarrow h^p_{1,\nu}(\partial \Omega) := \left\{ \vec{f} \in h^p_{1,\nu} : \int_{\partial \Omega} \langle \vec{f}, \varphi \rangle \, d\sigma = 0 \quad \forall \varphi \in \mathcal{W} \right\}$$

(9.29)

is an isomorphism for each $p \in \left( \frac{2}{3} - \varepsilon, 2 + \varepsilon \right)$, where $\mathcal{W}$ is as in (5.129).

Proof. From Theorem 9.6, we know $\tilde{S}$ is an isomorphism for each $p \in \left( \frac{2}{3} - \varepsilon, 2 + \varepsilon \right)$. In particular, $\tilde{S}$ has index zero, and so since $S \cong \tilde{S} - S_1$ where $S_1$ as in (5.188) is compact, it follows that $S$ must have index zero for each $p \in \left( \frac{2}{3} - \varepsilon, 2 + \varepsilon \right)$. Using (5.184) and applying Theorem 11.40 then gives

$$\text{Ker} \left( S : h^p(\partial \Omega) \longrightarrow h^p_{1,\nu}(\partial \Omega) \right) = \nu \mathbb{R}_{\nu} \oplus \mathcal{W}, \quad \forall p \in \left( \frac{2}{3} - \varepsilon, 2 + \varepsilon \right),$$

(9.30)

and therefore (9.29) is indeed an isomorphism for each $p$ in the desired range.

Consider now the following transmission boundary value problem for the Stokes system:

$$\begin{cases}
\Delta \vec{u}_\pm - \nabla \pi_\pm = 0 & \text{in } \Omega_\pm, \\
M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega), \\
\vec{u}_+|_{\partial \Omega} - \vec{u}_-|_{\partial \Omega} = \vec{f} \in h^p_{1}(\partial \Omega), \\
\partial_j^{\nu}(\vec{u}_+, \pi_+) - \mu \partial_j^{\nu}(\vec{u}_-, \pi_-) = \vec{g} \in h^p(\partial \Omega),
\end{cases}$$

(9.31)

along with the decay conditions

$$\vec{u}_-(x) = \begin{cases}
O(|x|^{2-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
-\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \vec{g} \, d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases}$$

(9.32)

$$\partial_j \vec{u}_-(x) = -\frac{1}{\mu} (\partial_j E)(x) \left( \int_{\partial \Omega} \vec{g} \, d\sigma \right) + O(|x|^{-n}) \quad \text{as } |x| \to \infty, \quad 1 \leq j \leq n,$$

(9.33)

$$\pi_-(x) = \begin{cases}
O(|x|^{1-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\frac{1}{\mu} \langle \nabla E_{\Delta} \rangle(x), \int_{\partial \Omega} \vec{g} \, d\sigma \rangle + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2.
\end{cases}$$

(9.34)
Above, \( \Omega \subset \mathbb{R}^n \) is a bounded Lipschitz domain, \( \mu \in (0, 1) \) is the transmission parameter and we have set \( \Omega_+ := \Omega \), \( \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \). Also, when \( \frac{n-1}{n} < p < 1 \), the integral \( \int_{\partial \Omega} \bar{g} d\sigma \) should be interpreted as \( \left\langle (g, \chi_{\Omega}) e_\ell \right\rangle \), with \( \langle \cdot, \cdot \rangle \) denoting the duality pairing between \( h^p(\partial \Omega) \) and \( C^{(n-1)/(p-1)}(\partial \Omega) \).

We can now prove the following result.

**Theorem 9.9** Assume that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain and that \( \frac{n-1}{n} < p < \infty \), \( -1 < \lambda \leq 1 \). Then the following claims are equivalent:

(i) the problem (9.31)-(9.34) is well-posed for every \( \mu \in (0, 1) \);

(ii) the operator

\[
\frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^*: h^p(\partial \Omega) \longrightarrow h^p(\partial \Omega) \tag{9.35}
\]

is an isomorphism for every \( \mu \in (0, 1) \);

(iii) the operator

\[
\frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda: h^p_1(\partial \Omega) \longrightarrow h^p_1(\partial \Omega) \tag{9.36}
\]

is an isomorphism for every \( \mu \in (0, 1) \).

**Proof.** The proof of the implication \( (ii) \implies (i) \) follows exactly as in the proof of the first part of Theorem 5.22. In the opposite direction, the a priori estimate associated with the version of (9.31) when \( \bar{f} = 0 \) reads

\[
\| \partial_\nu^\lambda (\bar{u}_+, \pi_+) - \mu \partial_\nu^\lambda (\bar{u}_-, \pi_-) \|_{h^p(\partial \Omega)} \approx \| M(\nabla \bar{u}_+) \|_{L^p(\partial \Omega)} + \| M(\pi_+) \|_{L^p(\partial \Omega)} \nonumber \\
+ \| M(\nabla \bar{u}_-) \|_{L^p(\partial \Omega)} + \| M(\pi_-) \|_{L^p(\partial \Omega)} \tag{9.37}
\]

for any pair of functions \( (\bar{u}_\pm, \pi_\pm) \) which solve the Stokes system in \( \Omega_\pm \) and satisfy \( \bar{u}_+|_{\partial \Omega} = \bar{u}_-|_{\partial \Omega} \), \( M(\nabla \bar{u}_\pm), M(\pi_\pm) \in L^p(\partial \Omega) \). Specializing this estimate to the case when \( \bar{u}_\pm = Sh, \pi_\pm := Qh \) in \( \Omega_\pm \), with \( \bar{h} \in h^p(\partial \Omega) \), and arguing as in (4.173) then yields

\[
\| \bar{h} \|_{h^p(\partial \Omega)} \leq C\left\| \left( \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^* \right) \bar{h} \right\|_{h^p(\partial \Omega)}, \tag{9.38}
\]

where \( C = C(\Omega, p, \mu) > 0 \) is a finite constant. Thus, \( \left\{ \frac{1}{2} \frac{\mu + 1}{\mu - 1} I + K_\lambda^* \right\}_{0 < \mu < 1} \) is a continuously parametrized family of one-to-one operators with closed range (in particular, semi-Fredholm) on \( h^p(\partial \Omega) \), which are invertible (via a Neumann series) when \( \mu \) is sufficiently close to 1. The homotopic invariance of the index then gives that all the operators in question are invertible on \( h^p(\partial \Omega) \).

Consider next the equivalence \( (i) \iff (iii) \). First, when the operator (9.36) is an isomorphism for each \( \mu \in (0, 1) \), a solution to (9.31)-(9.34) which satisfies (5.205) is given by
\[
\bar{u}_+ := -S\bar{g} + \mathcal{D}_\lambda \left[ \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right)^{-1} \left( S\bar{g} + \frac{\mu}{\mu^{-1}} \bar{f} \right) \right] \quad \text{in } \Omega_+ ,
\]
(9.39)

\[
\pi_+ := -Q\bar{g} + \mathcal{P}_\lambda \left[ \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right)^{-1} \left( S\bar{g} + \frac{\mu}{\mu^{-1}} \bar{f} \right) \right] \quad \text{in } \Omega_+ ,
\]
(9.40)

\[
\bar{u}_- := -\frac{1}{\mu} S\bar{g} + \frac{1}{\mu} \mathcal{D}_\lambda \left[ \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right)^{-1} \left( S\bar{g} + \frac{\mu}{\mu^{-1}} \bar{f} \right) \right] \quad \text{in } \Omega_- ,
\]
(9.41)

\[
\pi_- := -\frac{1}{\mu} Q\bar{g} + \frac{1}{\mu} \mathcal{P}_\lambda \left[ \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right)^{-1} \left( S\bar{g} + \frac{\mu}{\mu^{-1}} \bar{f} \right) \right] \quad \text{in } \Omega_- .
\]
(9.42)

Second, if the problem (9.31) is well-posed for each \( \mu \in (0,1) \), then

\[
\| \mu \bar{u}_+ |_{\partial \Omega} - \bar{u}_- |_{\partial \Omega} \|_{h^p_1(\partial \Omega)} \approx \| M(\nabla \bar{u}_+)\|_{L^p(\partial \Omega)} + \| M(\pi_+)\|_{L^p(\partial \Omega)}
\]

\[
+ \| M(\nabla \bar{u}_-)\|_{L^p(\partial \Omega)} + \| M(\pi_-)\|_{L^p(\partial \Omega)},
\]
(9.43)

for any pair of functions \((\bar{u}_+, \pi_+)\) which solve the Stokes system in \( \Omega_\pm \) and satisfy \( \partial^\nu_\rho(\bar{u}_+, \pi_+) = \partial^\nu_\rho(\bar{u}_-, \pi_-) \), as well as \( M(\nabla \bar{u}_+), M(\pi_+) \in L^p(\partial \Omega) \). Indeed, this is the apriori estimate associated with the version of (9.31) in which we multiply by \( \mu \) the first boundary condition, re-denote \( \mu \bar{u}_- \) by \( \bar{u}_- \), and take \( \bar{g} = 0 \). Now, specializing (9.43) to the case when \( \bar{u}_\pm = \mathcal{D}_\lambda \tilde{h}, \pi_\pm = \mathcal{P}_\lambda \tilde{h} \) in \( \Omega_\pm \), with \( \tilde{h} \in h^p_1(\partial \Omega) \), yields

\[
\| \tilde{h} \|_{h^p_1(\partial \Omega)} = \| \bar{u}_+ |_{\partial \Omega} - \bar{u}_- |_{\partial \Omega} \|_{h^p_1(\partial \Omega)}
\]

\[
\leq \| M(\nabla \bar{u}_+)\|_{L^p(\partial \Omega)} + \| M(\pi_+)\|_{L^p(\partial \Omega)} + \| M(\nabla \bar{u}_-)\|_{L^p(\partial \Omega)} + \| M(\pi_-)\|_{L^p(\partial \Omega)}
\]

\[
\leq C \| \mu \bar{u}_+ |_{\partial \Omega} - \bar{u}_- |_{\partial \Omega} \|_{h^p_1(\partial \Omega)} = C \| \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right) \tilde{h} \|_{h^p_1(\partial \Omega)},
\]
(9.44)

where \( C = C(\Omega, p, \mu) > 0 \) is a finite constant. With this in hand and arguing as before, we then conclude that the operator (9.36) is an isomorphism for every \( \mu \in (0,1) \).

There remains the issue of proving uniqueness for (9.31) when, say, the operator (9.36) is an isomorphism for each \( \mu \in (0,1) \). Once again, if \((\bar{u}_+, \pi_+)\) is a solution of the homogeneous version of (9.31)-(9.34), Green’s formulas (5.211) hold. Multiplying the version of (5.211) corresponding to the sign minus by \( \mu \), then adding it to the the version of (5.211) corresponding to the sign plus yields, after taking boundary traces

\[
\bar{u}_+ |_{\partial \Omega} + \mu \bar{u}_- |_{\partial \Omega} = \left( \frac{1}{2} I + K_\lambda \right) \left( \bar{u}_+ |_{\partial \Omega} \right) - \mu \left( -\frac{1}{2} I + K_\lambda \right) \left( \bar{u}_- |_{\partial \Omega} \right),
\]
(9.45)

since the single layer does not jump across \( \partial \Omega \) and \( \partial^\nu_\rho(\bar{u}_+, \pi_+) = \mu \partial^\nu_\rho(\bar{u}_-, \pi_-) \). Thus, keeping in mind that \( \bar{u}_+ |_{\partial \Omega} = \bar{u}_- |_{\partial \Omega} \) yields, after some algebra, \( \left( \frac{1}{2} \mu^{-1} I + K_\lambda \right) \left( \bar{u}_+ |_{\partial \Omega} \right) = 0 \). Hence, \( \bar{u}_+ |_{\partial \Omega} = 0 \), and so \( \bar{u}_- |_{\partial \Omega} = 0 \) as well. If in place of (4.152), we now set

\[
\bar{u} := \begin{cases} \bar{u}_+ \text{ in } \Omega_+, & \mu \bar{u}_- \text{ in } \Omega_- \end{cases}, \quad \text{and} \quad \pi := \begin{cases} \pi_+ \text{ in } \Omega_+, & \mu \pi_- \text{ in } \Omega_- \end{cases},
\]
(9.46)
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then the pair \((\vec{u}, \pi)\) solves the Stokes system in \(\mathbb{R}^n\) and decay at infinity. Interior estimates then force that \(\vec{u} = 0\) from which the desired conclusion follows.

Running the same type of argument as above, but for the transmission problem

\[
\begin{cases}
\Delta \vec{u}_\pm - \nabla \pi_\pm = 0 & \text{in } \Omega_+, \\
M(\nabla \vec{u}_\pm), M(\pi_\pm) \in L^p(\partial\Omega), \\
\vec{u}_+ \bigg|_{\partial\Omega} - \mu \vec{u}_- \bigg|_{\partial\Omega} = \vec{g} \in h_1^p(\partial\Omega), \\
\partial^\nu_\lambda(\vec{u}_+, \pi_+) - \partial^\nu_\lambda(\vec{u}_-, \pi_-) = \vec{f} \in h^p(\partial\Omega),
\end{cases}
\tag{9.47}
\]

with decay conditions

\[
\vec{u}_-(x) = \begin{cases} O(|x|^{2-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\ E(x) \left( \int_{\partial\Omega} \vec{f} \, d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \text{ if } n = 2,
\end{cases}
\tag{9.48}
\]

\[
\partial_j \vec{u}_-(x) = (\partial_j E)(x) \left( \int_{\partial\Omega} \vec{f} \, d\sigma \right) + O(|x|^{1-n}) \text{ as } |x| \to \infty, 1 \leq j \leq n,
\tag{9.49}
\]

\[
\pi_-(x) = \begin{cases} O(|x|^{1-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\ \left( \nabla E_\Delta \right)(x) \left( \int_{\partial\Omega} \vec{f} \, d\sigma \right) + O(|x|^{-2}) & \text{as } |x| \to \infty, \text{ if } n = 2.
\end{cases}
\tag{9.50}
\]

in place of (9.31)-(9.34), yields the following result.

**Theorem 9.10** Let \(\Omega \subset \mathbb{R}^n, n \geq 2,\) be a bounded Lipschitz domain and assume that \(\frac{n-1}{n} < p < \infty, -1 < \lambda \leq 1.\) Then the fact that the transmission problem (9.47)-(9.50) is well-posed for each \(\mu \in (0, 1)\) is equivalent with each of the following two conditions:

\[
-\frac{1}{2}\mu^{-1} I + K^*_\lambda : h^p(\partial\Omega) \longrightarrow h^p(\partial\Omega) \text{ isomorphically, } \forall \mu \in (0, 1),
\tag{9.51}
\]

\[
-\frac{1}{2}\mu^{-1} I + K^*_\lambda : h_1^p(\partial\Omega) \longrightarrow h_1^p(\partial\Omega) \text{ isomorphically, } \forall \mu \in (0, 1).
\tag{9.52}
\]

We can now also prove the following theorem.

**Theorem 9.11** Let \(\Omega \subset \mathbb{R}^n, n \geq 2,\) be a bounded Lipschitz domain and assume that \(-1 < \lambda \leq 1.\) Then there exists \(\varepsilon > 0\) such that for \(p \in \left(\frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon\right),\)

\[
\pm \frac{1}{2} I + \frac{1+\mu}{1-\mu} I + K^*_\lambda : h^p(\partial\Omega) \longrightarrow h^p(\partial\Omega)
\tag{9.53}
\]

are isomorphisms for all \(\mu \in (0, 1).\) Furthermore, corresponding to the case \(\mu = 0,\) the operators

\[
\pm \frac{1}{2} I + K^*_\lambda : \h^p_{\Psi}(\partial\Omega)/\nu\mathbb{R}_{\partial\Omega} \longrightarrow \h^p_{\Psi}(\partial\Omega)/\nu\mathbb{R}_{\partial\Omega}
\tag{9.54}
\]

are also isomorphisms.
Proof. Let \( p \in \left( \frac{2(n-1)}{n+1} - \varepsilon, 2 + \varepsilon \right) \). If \( \mu \in (0, 1) \), it follows from Theorem 9.3, Theorem 9.9, and Theorem 9.10 that the operators in (9.53) are isomorphisms. If we can show that the operators in (9.54) are Fredholm with index zero, then we can finish the proof by arguing as in the proof of Theorem 9.3.

From Theorem 9.4, we know that (9.22) is a Fredholm operator of index zero. Now, returning to the identity (9.21) and using Corollary 9.2, we can conclude that

\[
\partial_\nu^\lambda (\mathcal{D}_\lambda (\cdot), \mathcal{P}_\lambda (\cdot)) : h_1^p(\partial \Omega) \longrightarrow h_1^p(\partial \Omega)
\]  

is also a Fredholm operator of index zero.

For \( \tilde{f} \in h^p(\partial \Omega) \), let \( \tilde{u}_\pm := S\tilde{f} \) in \( \Omega_\pm \) and \( \pi_\pm := Q\tilde{f} \) in \( \Omega_\pm \). Applying (4.144) to these functions leads to the identity

\[
\partial_\nu^\lambda (\mathcal{D}_\lambda (S\tilde{f}), \mathcal{P}_\lambda (S\tilde{f})) = (\frac{1}{2}I + K^*_\lambda)(-\frac{1}{2}I + K^*_\lambda)\tilde{f}, \quad \forall \tilde{f} \in h^p(\partial \Omega). 
\]  

Although (4.144) only holds as stated for \( p \geq 1 \), the identity (9.56) still holds for \( \frac{n-1}{n} < p < 1 \) by virtue of a density argument. Now, since the operators (9.55) and (9.22) in the left hand side of (9.56) are Fredholm and the operators in the right side commute, it follows that the operators

\[
\pm \frac{1}{2}I + K^*_\lambda : h^p(\partial \Omega) \longrightarrow h^p(\partial \Omega)
\]  

both have a closed, finite co-dimensional range as well as a finite dimensional kernel. Hence, they are both Fredholm. Now that we know the operators

\[
\pm \frac{1}{2}I + \frac{1+\mu}{1-\mu}I + K^*_\lambda : h^p(\partial \Omega) \longrightarrow h^p(\partial \Omega)
\]  

are Fredholm for all \( \mu \in [0, 1) \), it follows that the Fredholm index must be constant for all \( \mu \) in this range. Thus the operators in (9.57), which correspond to the case \( \mu = 0 \), are Fredholm with index zero. Finally, arguing in a similar fashion as in the last paragraph of § 5.3, we can show that the operators in (9.54) are also Fredholm with index zero, as desired. \( \square \)

We conclude this section with two corollaries.

**Corollary 9.12** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain and assume that \(-1 < \lambda \leq 1 \). Then there exists \( \varepsilon > 0 \) such that for each

\[
2 - \varepsilon < p < \infty \quad \text{if } n = 2, 3, \\
2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon \quad \text{if } n \geq 4,
\]  

and each \( \mu \in (0, 1) \), the operators

\[
\pm \frac{1}{2}I + \frac{1+\mu}{1-\mu}I + K^*_\lambda : L^p(\partial \Omega) \longrightarrow L^p(\partial \Omega)
\]  

are isomorphisms for all \( \mu \in (0, 1) \). Moreover, corresponding to the case \( \mu = 0 \), the operators

\[
\pm \frac{1}{2}I + K^*_\lambda : L^p_{\nu_\pm}(\partial \Omega)/\Psi^\lambda(\partial \Omega_\pm) \longrightarrow L^p_{\nu_\pm}(\partial \Omega)/\Psi^\lambda(\partial \Omega_\pm)
\]  

are also isomorphisms.
Proof. This follows from Theorem 9.11 and duality.

To state our second corollary, we need some preparations. Recall the duality result from (2.68). The dual of \( h^1_{at}(\partial\Omega) \) involves the local \( BMO \) space, which we briefly review. For some fixed \( 0 < r_o < \text{diam}(\partial\Omega) \), the space \( \text{bmo}(\partial\Omega) \) is then introduced as

\[
f \in \text{bmo}(\partial\Omega) \iff f \in L^2(\partial\Omega) \quad \text{and} \quad \sup_{\Delta_r \text{ surface ball with } r \leq r_o} \int_{\Delta_r} |f - f_{\Delta_r}| \, d\sigma < \infty \quad (9.62)\]

(with \( f_{\Delta_r} := \bar{\int_{\Delta_r}} f \, d\sigma \), where the barred integral indicates averaging), and is equipped with the natural norm. Then (cf. [17])

\[
\left( h^1_{at}(\partial\Omega) \right)^* = \text{bmo}(\partial\Omega) \quad \text{and} \quad h^1_{at}(\partial\Omega) = \left( \text{vmo}(\partial\Omega) \right)^*, \quad (9.63)
\]

where

\[
f \in \text{vmo}(\partial\Omega) \iff f \in \text{bmo}(\partial\Omega) \quad \text{and} \quad \lim_{R \to 0} \left( \sup_{\Delta_r \text{ surface ball with } r \leq R} \int_{\Delta_r} |f - f_{\Delta_r}| \, d\sigma \right) = 0 \quad (9.64)
\]

is Sarason’s space of functions of vanishing mean oscillation. Define the spaces \( \text{bmo}_{\nu^\pm}(\partial\Omega) \), \( \text{vmo}_{\nu^\pm}(\partial\Omega) \) and \( C^\alpha_{\nu^\pm}(\partial\Omega) \) in an analogous fashion to (5.115).

Corollary 9.13 Suppose that \( \Omega \subset \mathbb{R}^n \), \( n \in \{2, 3\} \), is a bounded Lipschitz domain and assume that \(-1 < \lambda \leq 1\). Then, for each \( \mu \in (0, 1) \), the operators

\[
\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : \text{bmo}(\partial\Omega) \longrightarrow \text{bmo}(\partial\Omega), \quad (9.65)
\]

\[
\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : \text{vmo}(\partial\Omega) \longrightarrow \text{vmo}(\partial\Omega), \quad (9.66)
\]

are isomorphisms. In addition, corresponding to the case \( \mu = 0 \), the operators

\[
\pm \frac{1}{2} I + K_\lambda : \text{bmo}_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm) \longrightarrow \text{bmo}_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm), \quad (9.67)
\]

\[
\pm \frac{1}{2} I + K_\lambda : \text{vmo}_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm) \longrightarrow \text{vmo}_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm), \quad (9.68)
\]

are isomorphisms. Finally, there exists \( \epsilon > 0 \) such that

\[
0 < \alpha < \frac{1}{2} + \epsilon \quad \text{if } n = 2,
\]

\[
0 < \alpha < \epsilon \quad \text{if } n = 3,
\]

the operators

\[
\pm \frac{1}{2} \frac{1+\mu}{1-\mu} I + K_\lambda : C^\alpha(\partial\Omega) \longrightarrow C^\alpha(\partial\Omega), \quad \mu \in (0, 1), \quad (9.70)
\]

\[
\pm \frac{1}{2} I + K_\lambda : C^\alpha_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm) \longrightarrow C^\alpha_{\nu^\pm}(\partial\Omega)/\Psi^\lambda(\partial\Omega^\pm) \quad (9.71)
\]

are also isomorphisms.

Proof. This follows from Theorem 9.11, the above discussion and duality.
9.2 Main well-posedness results with nontangential maximal function estimates

We can now state some of our main results. The first involves the transmission problem.

**Theorem 9.14** Assume that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain and set \( \Omega_+ := \Omega \), \( \Omega_- := \mathbb{R}^n \setminus \bar{\Omega} \). Also, fix \( \mu \in (0, 1) \) and \( \lambda \in (-1, 1] \). Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that for each

\[
\frac{2(n-1)}{n+1} - \varepsilon < p < 2 + \varepsilon
\]

the transmission boundary value problem, concerned with finding two pairs of functions \((\vec{u}_\pm, \pi_\pm)\) in \( \Omega_\pm \) satisfying

\[
\begin{align*}
\Delta \vec{u}_\pm &= \nabla \pi_\pm, \quad \text{div } \vec{u}_\pm = 0 \quad \text{in } \Omega_\pm, \\
M(\nabla \vec{u}_\pm), (\pi_\pm) &\in L^p(\partial \Omega), \\
\vec{u}_+ \big|_{\partial \Omega} - \vec{u}_- \big|_{\partial \Omega} &= \vec{g} \in h^p(\partial \Omega), \\
\partial_j^\nu(\vec{u}_+, \pi_+) - \mu \partial_\nu(\vec{u}_-, \pi_-) &= \vec{f} \in h^p(\partial \Omega),
\end{align*}
\]

and the decay conditions

\[
\begin{align*}
\vec{u}_-(x) &= \begin{cases} 
O(|x|^{2-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
-\frac{1}{\mu} E(x) \left( \int_{\partial \Omega} \vec{f} \, d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases} \\
\partial_j \vec{u}_-(x) &= -\frac{1}{\mu} \partial_j E(x) \left( \int_{\partial \Omega} \vec{f} \, d\sigma \right) + O(|x|^{-n}) \quad \text{as } |x| \to \infty, \quad 1 \leq j \leq n, \\
\pi_-(x) &= \begin{cases} 
O(|x|^{-n}) & \text{as } |x| \to \infty, \quad \text{if } n \geq 3, \\
\frac{1}{\mu} (\nabla E_\Delta)(x) \cdot \left( \int_{\partial \Omega} \vec{f} \, d\sigma \right) + O(|x|^{-2}) & \text{as } |x| \to \infty, \quad \text{if } n = 2,
\end{cases}
\end{align*}
\]

has a unique solution. In addition, there exists \( C > 0 \) such that

\[
\|M(\nabla \vec{u}_\pm)\|_{L^p(\partial \Omega)} + \|M(\pi_\pm)\|_{L^p(\partial \Omega)} \leq C \|\vec{g}\|_{h^p(\partial \Omega)} + C \|\vec{f}\|_{h^p(\partial \Omega)}. 
\]

**Proof.** This follows directly from Theorem 9.3 and Theorem 9.9. \( \square \)

This leads us to our next result for the Dirichlet problem.

**Theorem 9.15** Assume that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain. Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that for each

\[
\begin{align*}
2 - \varepsilon < p < \infty & \quad \text{if } n = 2, 3, \\
2 - \varepsilon < p < \frac{2(n-1)}{n-3} + \varepsilon & \quad \text{if } n \geq 4,
\end{align*}
\]
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the interior Dirichlet boundary value problem

\[
\begin{cases}
\Delta \tilde{u} = \nabla \pi, \quad \text{div } \tilde{u} = 0 \quad \text{in } \Omega, \\
M(\tilde{u}) \in L^p(\partial \Omega), \\
\tilde{u} \big|_{\partial \Omega} = \tilde{f} \in L^p_{\nu}(\partial \Omega),
\end{cases}
\tag{9.80}
\]

has a solution, which is unique modulo adding functions which are locally constant in \(\Omega\) to the pressure term. In addition, there exists a finite constant \(C > 0\) such that

\[
\|M(\tilde{u})\|_{L^p(\partial \Omega)} \leq C \|\tilde{f}\|_{L^p(\partial \Omega)}.
\tag{9.81}
\]

Similar results are valid for the exterior Dirichlet problem, formulated much as (9.80) with the additional decay conditions

\[
\tilde{u}(x) = \begin{cases}
O(|x|^{-n}) \text{ as } |x| \to \infty, & \text{if } n \geq 3, \\
E(x)A + O(1) \text{ as } |x| \to \infty, & \text{if } n = 2,
\end{cases}
\tag{9.82}
\]

\[
\partial_j \tilde{u}(x) = \begin{cases}
O(|x|^{-n}) \text{ as } |x| \to \infty, & \text{if } n \geq 3, \\
\partial_j E(x)A + O(|x|^{-2}) \text{ as } |x| \to \infty, & \text{if } n = 2,
\end{cases}
\tag{9.83}
\]

\[
\pi(x) = \begin{cases}
O(|x|^{-n}) \text{ as } |x| \to \infty, & \text{if } n \geq 3, \\
(\nabla E \Delta(x), A) + O(|x|^{-2}) \text{ as } |x| \to \infty, & \text{if } n = 2,
\end{cases}
\tag{9.84}
\]

for some a priori given constant \(A \in \mathbb{R}^2\). Also, the standard nontangential maximal operator in (9.81) should be replaced by its truncated version.

**Proof.** Fix \(\lambda \in (-1, 1]\). From Corollary 9.12, for any \(\tilde{f} \in L^p_{\nu}(\partial \Omega)\), there exists \(\tilde{g}_1 \in L^p_{\nu}(\partial \Omega)\) and \(\tilde{\psi}_0 \in \Psi^\lambda(\partial \Omega_-)\) such that \((\frac{1}{2}I + K_\lambda)\tilde{g}_1 + \tilde{\psi}_0 = \tilde{f}\). Since \(\tilde{\psi}_0 \in L^p_\nu(\partial \Omega)\), according to Corollary 9.5, when \(n \geq 3\) there exists \(\tilde{g}_2 \in L^p_{-1}(\partial \Omega)\) such that \(S \tilde{g}_2 = \tilde{\psi}_0\). Then

\[
\bar{u} := D_\lambda \tilde{g}_1 + S \tilde{g}_2 \quad \text{and} \quad \pi := P_\lambda \tilde{g}_1 + Q \tilde{g}_2
\tag{9.85}
\]

will satisfy (9.80) and (9.81). The case \(n = 2\) can be treated in a similar manner. In this case, using Corollary 9.7, we can instead find \(\tilde{g}_2 \in L^p_{-1}(\partial \Omega)\) and \(\tilde{c} \in \mathbb{R}^2\) such that \(S \tilde{g}_2 + \tilde{c} = \tilde{\psi}_0\). Then

\[
\bar{u} := D_\lambda \tilde{g}_1 + S \tilde{g}_2 + \tilde{c} \quad \text{and} \quad \pi := P_\lambda \tilde{g}_1 + Q \tilde{g}_2
\tag{9.86}
\]

will satisfy (9.80) and (9.81). Existence of solutions for the exterior Dirichlet problem can be established in a similar fashion. This time, when \(n = 2\), we can invoke Theorem 9.6 in order to be able to choose \(\tilde{g}_2\) such that

\[
\int_{\partial \Omega} \tilde{g}_2 \, d\sigma = A
\tag{9.87}
\]
which, in turn, will guarantee that the solution just constructed has the appropriate decay, as prescribed in (9.82)-(9.84). Finally, uniqueness in the case \( p > 2 \) follows from uniqueness for the case when \( p \) is near 2, which is guaranteed by Theorem 5.25.

**Theorem 9.16** Assume that \( \Omega \subset \mathbb{R}^n, n \in \{2,3\} \), is a bounded Lipschitz domain. Then there exists \( \varepsilon = \varepsilon(\partial \Omega) > 0 \) such that if (9.69) holds then the interior Dirichlet boundary value problem

\[
\begin{aligned}
\Delta \tilde{u} &= \nabla \pi, \quad \text{div} \, \tilde{u} = 0 \quad \text{in} \quad \Omega, \\
\tilde{u} &\in C^\alpha(\Omega), \\
\tilde{u} \Big|_{\partial \Omega} &= \tilde{f} \in C^{\alpha}_{\partial \Omega},
\end{aligned}
\]  

(9.88)

has a solution, which is unique modulo adding functions which are locally constant in \( \Omega \) to the pressure term. In addition, there exists a finite constant \( C > 0 \) such that

\[
\|\tilde{u}\|_{C^\alpha(\Omega)} + \sup_{x \in \Omega} \left[ \text{dist} (x, \partial \Omega)^{1-\alpha} |\nabla \tilde{u}(x)| \right] \leq C \|\tilde{f}\|_{C^{\alpha}(\partial \Omega)}. 
\]  

(9.89)

Similar results are valid for the exterior Dirichlet problem with the additional decay conditions (9.82) imposed.

**Proof.** This is proved much as Theorem 9.15, with the help of Corollary 9.13. \( \square \)

We next discuss the case of the Dirichlet problem with data from BMO and VMO spaces. A few preliminaries are necessary. Given a Lipschitz domain \( \Omega \subset \mathbb{R}^n \), define the set of Carleson measures, \( \text{Car} (\Omega) \), as the subclass of Borelian measures \( \mu \) on \( \Omega \) satisfying

\[
\|\mu\|_{\text{Car}(\Omega)} := \sup \left\{ \frac{\mu(B(x,r) \cap \Omega)}{r^{n-1}} : x \in \partial \Omega, \ 0 < r < \text{diam} (\partial \Omega) \right\} < \infty. 
\]  

(9.90)

We shall also make use of a distinguished subclass, \( \text{Car}_*(\Omega) \), of the space of Carleson measures in \( \Omega \), defined by

\[
\mu \in \text{Car}_*(\Omega) \iff \mu \in \text{Car}(\Omega) \quad \text{and} \quad \lim_{\delta \to 0} \left( \sup_{\delta < r < \delta} \frac{\mu(B(x,r) \cap \Omega)}{r^{n-1}} \right) = 0. 
\]  

(9.91)

**Theorem 9.17** Assume that \( \Omega \subset \mathbb{R}^n, n \in \{2,3\} \), is a bounded Lipschitz domain. Then the interior Dirichlet boundary value problem

\[
\begin{aligned}
\Delta \tilde{u} &= \nabla \pi, \quad \text{div} \, \tilde{u} = 0 \quad \text{in} \quad \Omega, \\
|\nabla \tilde{u}|^2 \text{dist} (\cdot, \partial \Omega) \, dx \in \text{Car}(\Omega), \\
\tilde{u} \Big|_{\partial \Omega} &= \tilde{f} \in \text{bmo}_{\nu}(\partial \Omega),
\end{aligned}
\]  

(9.92)

has a solution, which is unique modulo adding functions which are locally constant in \( \Omega \) to the pressure term. In addition, there exists a finite constant \( C > 0 \) such that
∥|\nabla \vec{u}|^2 \text{dist}(\cdot, \partial \Omega) \, dx \parallel_{\text{Car}(\Omega)} \leq C \parallel \vec{f} \parallel_{\text{bmo}(\partial \Omega)}. \quad (9.93)

and

|\nabla \vec{u}|^2 \text{dist}(\cdot, \partial \Omega) \, dx \in \text{Car}_*(\Omega) \iff \vec{f} \in \text{vmo}(\partial \Omega). \quad (9.94)

Similar results are valid for the exterior Dirichlet problem with the additional decay conditions (9.82) imposed.

Proof. The invertibility of the relevant boundary integral operators has been established in Corollary 9.13. With this in hand, the we proceed largely as in the proof of Theorem 9.15. The only novel aspect is that, in the current context, we need to know that the double layer operator $D_\lambda$ maps functions from BMO on the boundary into densities of Carleson measures. This, however, is covered by the following general result. Let $k \in C^\infty(\mathbb{R}^n \setminus \{0\})$ be an odd function which is homogeneous of degree $-(n-1)$. Also, fix some $b \in L^\infty(\partial \Omega)$ and assume that the operator

$$T f(x) := \int_{\partial \Omega} k(x - y)b(y)f(y) \, d\sigma(x), \quad x \in \Omega, \quad (9.95)$$

satisfies

$$T 1 \equiv \text{const} \quad \text{in } \Omega. \quad (9.96)$$

Then

$$\parallel (T f)|_{\partial \Omega} \parallel_{\text{bmo}(\partial \Omega)} + \parallel |\nabla Tf|^2 \text{dist}(\cdot, \partial \Omega) \, dx \parallel_{\text{Car}(\Omega)} \leq C \parallel f \parallel_{\text{bmo}(\partial \Omega)}. \quad (9.97)$$

See [69] for a proof of this claim. The proof of the theorem is therefore finished. \hfill \Box

We now turn to the following result for the Regularity problem.

**Theorem 9.18** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded Lipschitz domain. Then there exists $\varepsilon = \varepsilon(\partial \Omega) > 0$ such that for each $p$ as in (9.72), the interior Regularity boundary value problem

$$\begin{cases}
\Delta \vec{u} = \nabla \pi, \quad \text{div} \, \vec{u} = 0 \quad \text{in } \Omega, \\
M(\nabla \vec{u}), M(\pi) \in L^p(\partial \Omega), \\
\vec{u} \big|_{\partial \Omega} = \vec{f} \in h^p_{1,\nu}(\partial \Omega),
\end{cases} \quad (9.98)$$

has a solution, which is unique modulo adding functions which are locally constant in $\Omega$ to the pressure.

In addition, there exists a finite constant $C > 0$ such that

$$\parallel M(\nabla \vec{u}) \parallel_{L^p(\partial \Omega)} + \parallel M(\pi) \parallel_{L^p(\partial \Omega)} \leq C \parallel \vec{f} \parallel_{h^p_{1,\nu}(\partial \Omega)}. \quad (9.99)$$

Similar results are valid for the exterior Regularity problem, formulated much as (9.98) with the additional decay conditions (9.82)-(9.84).
Proof. Since the operator
\[ \frac{1}{2}I + K_\lambda : h^{p}_{1,\nu+}/\Psi^\lambda(\partial\Omega_-) \longrightarrow h^{p}_{1,\nu+}/\Psi^\lambda(\partial\Omega_-) \] (9.100)
is an isomorphism for each \( p \) as in (9.72), we can find \( \vec{g}_1 \in h^p_{1,\nu+}(\partial\Omega) \) and \( \vec{\psi}_o \in \Psi^\lambda(\partial\Omega_-) \) such that
\[ \left( \frac{1}{2}I + K_\lambda \right) \vec{g}_1 + \vec{\psi}_o = \vec{f}. \] Since \( \vec{\psi}_o \in h^p_{1,\nu} \), if \( n \geq 3 \), it follows from Theorem 9.4 that there exists \( \vec{g}_2 \in h^p(\partial\Omega) \) such that \( S\vec{g}_2 = \vec{\psi}_o \). Then
\[ \vec{u} := D_\lambda \vec{g}_1 + S\vec{g}_2 \quad \text{and} \quad \pi := P_\lambda \vec{g}_1 + Q\vec{g}_2 \] (9.101)
will satisfy (9.98) and (9.99). When \( n = 2 \), it follows from Theorem 9.6 that there exists \( \vec{g}_2 \in h^p(\partial\Omega) \) and \( \vec{c} \in \mathbb{R}^2 \) such that \( S\vec{g}_2 + \vec{c} = \vec{\psi}_o \). In this case,
\[ \vec{u} := D_\lambda \vec{g}_1 + S\vec{g}_2 + \vec{c} \quad \text{and} \quad \pi := P_\lambda \vec{g}_1 + Q\vec{g}_2 \] (9.102)
will satisfy (9.98) and (9.99). Existence of solutions for the exterior regularity problem can be established in a similar fashion. Much as in the case of the Dirichlet problem, when \( n = 2 \), it is possible to choose \( \vec{g}_2 \) such that (9.87) holds. This guarantees that our solution has the appropriate decay, as prescribed in (9.82)-(9.84). As for uniqueness, an inspection of the corresponding argument in the proof of Theorem 5.24 shows that the same technique can be used in the current context as well. \( \square \)

We finish this section with the following result for the Neumann problem.

**Theorem 9.19** Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be a bounded Lipschitz domain and fix \( \lambda \in (-1,1] \). Then there exists \( \varepsilon = \varepsilon(\partial\Omega) > 0 \) such that for each \( p \) as in (9.72), the interior Neumann boundary value problem
\[
\begin{aligned}
\Delta \vec{u} &= \nabla \pi, \quad \text{div} \, \vec{u} = 0 \quad \text{in} \ \Omega, \\
M(\nabla \vec{u}), \ M(\pi) &\in L^p(\partial\Omega), \\
\partial_\nu^\lambda(\vec{u}, \pi) &= \vec{f} \in h^p(\partial\Omega),
\end{aligned}
\] (9.103)
has a solution if and only if
\[ \vec{f} \in \text{Im} \left( -\frac{1}{2}I + K_\lambda^* : h^p_{\psi,\nu}(\partial\Omega) \rightarrow h^p_{\psi,\nu}(\partial\Omega) \right). \] (9.104)
Moreover, this solution is unique modulo adding to the velocity field functions from \( \Psi^\lambda(\Omega) \). In addition, there exists a finite constant \( C > 0 \) such that
\[ \|M(\nabla \vec{u})\|_{L^p(\partial\Omega)} + \|M(\pi)\|_{L^p(\partial\Omega)} \leq C\|\vec{f}\|_{h^p(\partial\Omega)}. \] (9.105)

Finally, a similar result holds for the exterior domain \( \mathbb{R}^n \setminus \bar{\Omega} \) if we include the decay conditions.
\[ \vec{u}(x) = \begin{cases} O(|x|^{2-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\ E(x) \left( \int_{\partial \Omega} \vec{f} d\sigma \right) + O(|x|^{-1}) & \text{as } |x| \to \infty, \text{ if } n = 2, \end{cases} \]

\[ \partial_j \vec{u}(x) = (\partial_j E)(x) \left( \int_{\partial \Omega} \vec{f} d\sigma \right) + O(|x|^{-n}) \text{ as } |x| \to \infty, \quad 1 \leq j \leq n, \] (9.107)

\[ \pi(x) = \begin{cases} O(|x|^{1-n}) & \text{as } |x| \to \infty, \text{ if } n \geq 3, \\ \langle (-\nabla \Delta)(x), \int_{\partial \Omega} \vec{f} d\sigma \rangle + O(|x|^{-2}) & \text{as } |x| \to \infty, \text{ if } n = 2. \end{cases} \] (9.108)

More precisely, a solution to the exterior problem satisfying the above decay conditions exists if and only if

\[ \vec{f} \in \text{Im} \left( \frac{1}{2} I + K_\lambda^\alpha : L^p_{\Psi^\lambda}(\partial \Omega) \to L^p_{\Psi^\lambda}(\partial \Omega) \right), \] (9.109)

and solutions are unique modulo adding to the velocity field functions from \( \Psi^\lambda(\mathbb{R}^n \setminus \bar{\Omega}) \).

**Proof.** Since we have established in Theorem 9.11 that the operators (9.54) are isomorphisms and also that (9.14) holds for each \( p \) in the desired range, the proof that a solution exists if and only if \( \vec{f} \) is as in (9.104) follows exactly as in the proof of Theorem 5.23. The claim for the exterior Neumann problem, along with the corresponding uniqueness statement, follows similarly. \( \square \)

## 10 The Poisson problem for the Stokes system

### 10.1 Stokes-Besov and Stokes-Triebel-Lizorkin spaces

Here we shall adapt the standard Triebel-Lizorkin and Besov scales to the Stokes system. Concrete, for a bounded Lipschitz domain \( \Omega \) in \( \mathbb{R}^n \), \( n \geq 2 \), and \( 0 < p, q \leq \infty \), \( \alpha \in \mathbb{R} \), we set

\[ SB^p_{\alpha}(\Omega) := \left\{ (\vec{u}, \pi) \in B^p_{\alpha}(\Omega) \oplus B^{p,q}_{\alpha-1}(\Omega) : \Delta \vec{u} - \nabla \pi = 0, \div \vec{u} = 0 \text{ in } \Omega \right\}, \] (10.1)

\[ SF^p_{\alpha}(\Omega) := \left\{ (\vec{u}, \pi) \in F^p_{\alpha}(\Omega) \oplus F^{p,q}_{\alpha-1}(\Omega) : \Delta \vec{u} - \nabla \pi = 0, \div \vec{u} = 0 \text{ in } \Omega \right\}, \] (10.2)

(with the convention that \( p < \infty \) in the latter case) equipped with the norms \( \|\cdot\|_{SB^p_{\alpha}(\Omega)} \), \( \|\cdot\|_{SF^p_{\alpha}(\Omega)} \), naturally induced by \( B^p_{\alpha}(\Omega) \oplus B^{p,q}_{\alpha-1}(\Omega) \) and \( F^p_{\alpha}(\Omega) \oplus F^{p,q}_{\alpha-1}(\Omega) \), respectively. In particular,

\[ SF^p_{\alpha}(\Omega) = SB^p_{\alpha}(\Omega) \text{ for every } \alpha \in \mathbb{R}, \quad 0 < p < \infty. \] (10.3)

Our next few results focus on some of the properties of these spaces.

**Theorem 10.1** Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain. Then for every \( \alpha \in \mathbb{R} \), \( 0 < p < \infty \),

\[ SF^p_{\alpha}(\Omega) \text{ is independent of } q \in (0, \infty). \] (10.4)
Furthermore, for any \( p \in \left( \frac{n-1}{n}, 2 \right], q \in (0, \infty) \) there exists \( C = C(\Omega, p, q) > 0 \) such that

\[
\|M(\nabla \tilde{u})\|_{L^p(\partial \Omega)} + \|M(\pi)\|_{L^p(\partial \Omega)} \leq C\|(\tilde{u}, \pi)\|_{S\ell_{1+1/p}^p(\Omega)}.
\] (10.5)

**Proof.** If \( q_1, q_2 \in (0, \infty) \), we have

\[
S_{\alpha}^{p,q_1}(\Omega) = \left[ F_{\alpha}^{p,q_1}(\Omega) \cap \text{Ker} \Delta^2 \right] \oplus \left[ F_{\alpha-1}^{p,q_1}(\Omega) \cap \text{Ker} \Delta \right] (10.6)
\]

by Theorem 11.15. Thus, \( S_{\alpha}^{p,q_1}(\Omega) \subset F_{\alpha}^{p,q_2}(\Omega) \oplus F_{\alpha-1}^{p,q_2}(\Omega) \) and, hence, \( S_{\alpha}^{p,q_1}(\Omega) \subset S_{\alpha}^{p,q_2}(\Omega) \). Similarly, \( S_{\alpha}^{p,q_2}(\Omega) \subset S_{\alpha}^{p,q_1}(\Omega) \), so ultimately, \( S_{\alpha}^{p,q_1}(\Omega) = S_{\alpha}^{p,q_2}(\Omega) \), proving (10.4). Finally, (10.5) is a consequence of (10.6) and Theorem 11.16. \( \square \)

**Corollary 10.2** Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be a bounded Lipschitz domain. Then for each \( \lambda \in \mathbb{R} \), the conormal derivative assignment \( (\tilde{u}, \pi) \mapsto \partial_{\nu}^\lambda (\tilde{u}, \pi) \) induces a bounded operator

\[
\partial_{\nu}^\lambda : S\ell_{1+1/p}^p(\Omega) \longrightarrow h^p(\partial \Omega)
\] (10.7)

whenever \( n-1 \over n < p \leq 2 \) and \( 0 < q < \infty \).

**Proof.** This follows directly from (10.5) and Theorem 4.13. \( \square \)

Recall that \( (\cdot, \cdot)_{\theta,p} \) and \( [\cdot, \cdot]_\theta \) stand, respectively, for the real and the complex method of interpolation.

**Theorem 10.3** Let \( \Omega \subset \mathbb{R}^n, n \geq 2, \) be a bounded Lipschitz domain and assume that \( 0 < q_0, q_1, q \leq \infty, \alpha_0, \alpha_1 \in \mathbb{R}, \alpha_0 \neq \alpha_1, 0 < \theta < 1. \) Also, set \( \alpha = (1 - \theta)\alpha_0 + \theta \alpha_1. \) Then, if \( 0 < p < \infty \),

\[
\left( S\ell_{\alpha_0}^{p,q_0}(\Omega), S\ell_{\alpha_1}^{p,q_1}(\Omega) \right)_{\theta,q} = S\ell_{\alpha}^{p,q}(\Omega),
\] (10.8)

and if \( 0 < p \leq \infty \),

\[
\left( S\ell_{\alpha_0}^{p,q_0}(\Omega), S\ell_{\alpha_1}^{p,q_1}(\Omega) \right)_{\theta,q} = S\ell_{\alpha}^{p,q}(\Omega).
\] (10.9)

Let \( 0 < p_0, p_1 < \infty, 0 < q_0, q_1 \leq \infty \) with \( \min \{q_0, q_1\} < \infty, \alpha_0, \alpha_1 \in \mathbb{R}, 0 < \theta < 1 \) and set \( \alpha = (1 - \theta)\alpha_0 + \theta \alpha_1, {\overline{1}} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \) and \( \frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}. \) Then

\[
\left[ S\ell_{\alpha_0}^{p_0,q_0}(\Omega), S\ell_{\alpha_1}^{p_1,q_1}(\Omega) \right]_{\theta} = S\ell_{\alpha}^{p,q}(\Omega).
\] (10.10)

Finally, if \( \alpha_0, \alpha_1 \in \mathbb{R}, 0 < p_0, p_1, q_0, q_1 \leq \infty \) with \( \min \{q_0, q_1\} < \infty, \) then

\[
\left[ S\ell_{\alpha_0}^{p_0,q_0}(\Omega), S\ell_{\alpha_1}^{p_1,q_1}(\Omega) \right]_{\theta} = S\ell_{\alpha}^{p,q}(\Omega),
\] (10.11)

where \( 0 < \theta < 1, \alpha = (1 - \theta)\alpha_0 + \theta \alpha_1, {\overline{1}} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \) and \( \frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}. \)
Proof. Fix an open cube $Q \subset \mathbb{R}^n$ containing $\Omega$, and for and $i = 0, 1$, set

$$
\begin{align*}
X_i &:= F_{p_i,q_i}(\Omega) \oplus F_{p_i,q_i}(\Omega), \\
Z_i &:= F_{p_i,q_i}(Q) \oplus F_{p_i,q_i}(Q), \\
Y_i &:= F_{p_i,q_i}(Q \setminus \overline{\Omega}) \oplus F_{p_i,q_i}(\Omega \setminus \overline{\Omega}) \hookrightarrow Z_i.
\end{align*}
$$

(10.12)

As discussed in [50], the spaces $X_0 + X_1$ and $Y_0 + Y_1$ are analytically convex (cf. the discussion preceding (11.143) for a definition). Let $E^Q_{\Omega}$ denote Rychkov’s extension operator truncated near $\Omega$ so that it maps the distributions from the Triebel-Lizorkin scale in $\Omega$ to distributions supported in the cube $Q$, with preservation of smoothness. Also, set $L(\vec{u}, \pi) := (\Delta \vec{u} - \nabla \pi, \text{div } \vec{u})$ and $\Pi(\vec{u})(x) := \int_{\mathbb{R}^n} E(x - y) \vec{u}(y) dy, \ x \in \mathbb{R}^n,$ (10.13)

$$
\Theta(\vec{u})(x) := \int_{\mathbb{R}^n} \langle q(x - y), \vec{u}(y) \rangle dy, \ x \in \mathbb{R}^n,
$$

(10.14)

$$
\Pi_{\Delta} f(x) := \int_{\mathbb{R}^n} E_{\Delta}(x - y) f(y) dy, \ x \in \mathbb{R}^n.
$$

(10.15)

In particular,

$$
\Delta \Pi - \nabla \Theta = I, \quad \text{div } \Pi = 0, \quad \Delta \Pi_{\Delta} = I,
$$

(10.16)

where $I$ stands for the identity operator. The intention is to use Lemma 11.42 with $D := L \circ E^Q_{\Omega}$ and

$$
G(\vec{w}, f) := \left( \mathcal{R}_\Omega \left( \Pi \vec{w} + \nabla \Pi_{\Delta} f \right), \mathcal{R}_\Omega \left( \Theta \vec{w} + f \right) \right),
$$

(10.17)

where $\mathcal{R}_\Omega$ is the operator of restriction to $\Omega$. Note that, in the notation of Lemma 11.42, $X_i(D) = SF^{p_i,q_i}_{\alpha_i}(\Omega)$ for $i = 0, 1$. There remains to check that $K := D \circ G - I$, as a bounded linear operator from $Z_i$ into itself, actually maps $Z_i$ into $Y_i$, $i = 0, 1$. To this end, for every pair of test functions $(\vec{\phi}, \psi) \in C^\infty_c(\Omega) \oplus C^\infty_c(\Omega)$, and every $(\vec{w}, f) \in Z_i$, we compute

$$
\langle (D \circ G - I)(\vec{w}, f), (\vec{\phi}, \psi) \rangle
\begin{align*}
&= \left\langle \left( \Delta \left[ \Pi \vec{w} + \nabla \Pi_{\Delta} f \right] \right|_\Omega - \nabla \left[ \Theta \vec{w} + f \right] \right|_\Omega, \text{div } \left[ \Pi \vec{w} + \nabla \Pi_{\Delta} f \right] \right|_\Omega \right\rangle \left( \vec{\phi}, \psi \right) \\
&\quad - \left\langle (\vec{w}, f), (\vec{\phi}, \psi) \right\rangle = 0.
\end{align*}
$$

(10.18)

Hence, $K(\vec{w}, f) = 0$ in $\Omega$ which proves that $K$ maps $Z_i$ into $Y_i$. Then (10.8) and (10.10) follow from Lemma 11.42. A similar argument works for the Besov scale and this finishes the proof of the theorem.

\[\square\]
10.2 Conormal derivatives on Stokes-Besov and Stokes-Triebel-Lizorkin scales

Let $X$ be a Banach space with dual $X^*$. For every $n \times n$ matrix $F = (F^\alpha_j)_{\alpha,j}$ with entries from $X$, and every $n \times n$ matrix $G = (G^\beta_k)_{\beta,k}$ with entries from $X^*$, and each $\lambda \in \mathbb{R}$, we set

$$A_\lambda(F, G) := a^\alpha_j k^\beta_k(\lambda) \langle F^\alpha_j, G^\beta_k \rangle,$$

(10.19)

where $\langle \cdot, \cdot \rangle$ is the duality pairing between $X$ and $X^*$, and $a^\alpha_j k^\beta_k(\lambda)$ are as in (4.1). While our notation does not emphasize the dependence of $\langle \cdot, \cdot \rangle$ and $A_\lambda$ on $X$, the particular nature of $X$ should be clear from the context in each case.

The main results of this section are as follows.

**Proposition 10.4** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded Lipschitz domain and assume that $0 < s < 1$, $1 < p, q < \infty$, $\lambda \in \mathbb{R}$. Then

$$\partial^\lambda : SB^{p,q}_{s+1/p}(\Omega) \rightarrow B^{p,q}_{s-1}(\partial \Omega)$$

(10.20)

given by

$$\left\langle \partial^\lambda_{\nu}(\vec{u}, \pi), \vec{\psi} \right\rangle := A_\lambda \left( \nabla \vec{u}, \nabla \operatorname{Ex}(\vec{\psi}) \right) - \left\langle \pi, \operatorname{div} \operatorname{Ex}(\vec{\psi}) \right\rangle, \quad \forall \vec{\psi} \in B'^{p,q}_{s-1}(\partial \Omega),$$

(10.21)

is a well-defined, bounded operator, where $\operatorname{Ex}$ is the extension operator introduced in Theorem 2.18 and $1/p + 1/p' = 1, 1/q + 1/q' = 1$.

Furthermore, for every $(\vec{u}, \pi) \in SB^{p,q}_{s+1/p}(\Omega)$ and $\vec{w} \in B'^{p,q}_{1-s+1/p'}(\Omega)$, the following integration by parts formula holds:

$$A_\lambda \left( \nabla \vec{u}, \nabla \vec{w} \right) = \left\langle \pi, \operatorname{div} \vec{w} \right\rangle + \left\langle \partial^\lambda_{\nu}(\vec{u}, \pi), \operatorname{Tr} \vec{w} \right\rangle.$$  

(10.22)

**Proof.** Assume that $(\vec{u}, \pi) \in SB^{p,q}_{s+1/p}(\Omega)$. Then $\vec{u} \in B^{p,q}_{s+1/p}(\Omega)$, $\pi \in B^{p,q}_{s+1/p-1}(\Omega)$ and we have $\Delta \vec{u} - \nabla \pi = 0$, $\nabla \vec{u} = 0$ in $\Omega$. Also, $\vec{\psi} \in B'^{p,q'}_{1-s+1/p'}(\partial \Omega)$ forces $\operatorname{Ex}(\vec{\psi}) \in B'^{p,q'}_{1-s+1/p'}(\Omega)$. Consequently, thanks to Proposition 2.15, the matrix $\nabla \operatorname{Ex}(\vec{\psi}) \in B'^{p,q'}_{1-s+1/p'}(\Omega) = \left( B^{p,q}_{s+1/p-1}(\Omega) \right)^*$ pairs well with $\nabla \vec{u} \in B^{p,q}_{s+1/p-1}(\Omega)$. In a similar fashion, $\operatorname{div} \operatorname{Ex}(\vec{\psi}) \in \left( B^{p,q}_{s+1/p-1}(\Omega) \right)^*$ pairs well with $\pi \in B^{p,q}_{s+1/p-1}(\Omega)$.

This shows that $\partial^\lambda_{\nu}(\vec{u}, \pi) \in \left( B'^{p,q'}_{1-s+1/p'}(\partial \Omega) \right)^* = B^{p,q}_{s-1}(\partial \Omega)$ and

$$||\partial^\lambda_{\nu}(\vec{u}, \pi)||_{B^{p,q}_{s-1}(\partial \Omega)} \leq C ||\vec{u}||_{B^{p,q}_{s+1/p}(\Omega)} + C ||\pi||_{B^{p,q}_{s+1/p-1}(\Omega)}.$$  

(10.23)

This finishes the proof of the well-posedness and boundedness of the operator (10.20)-(10.21).

Going further, what we have proved up to this point yields

$$\left\langle \partial^\lambda_{\nu}(\vec{u}, \pi), \operatorname{Tr} \vec{w} \right\rangle = A_\lambda \left( \nabla \vec{u}, \nabla \operatorname{Ex}(\operatorname{Tr} \vec{w}) \right) - \left\langle \pi, \operatorname{div} \operatorname{Ex}(\operatorname{Tr} \vec{w}) \right\rangle$$

(10.24)

so (10.22) follows as soon as we establish that

---
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\[ A_\lambda \left( \nabla \bar{u}, \nabla \bar{w} \right) - \left\langle \pi, \text{div} \bar{w} \right\rangle = 0, \quad \forall \bar{w} \in B_{1-s+1/p'}^{p'q'}(\Omega) \text{ with } Tr \bar{w} = 0. \] \quad (10.25)

Since, by Theorem 2.19, \( C_c^\infty(\Omega) \) is dense in \( \{ \bar{w} \in B_{1-s+1/p'}^{p'q'}(\Omega) : Tr \bar{w} = 0 \} \), it suffices to prove (10.25) when \( \bar{w} \in C_c^\infty(\Omega) \). However, in this scenario, the identity in (10.25) follows from the fact that \( \Delta \bar{u} - \nabla \pi = 0 \) in the sense of distributions in \( \Omega \).

**Proposition 10.5** Assume that \( \Omega \subset \mathbb{R}^n, n \geq 2 \), is a bounded Lipschitz domain and that \( 0 < s < 1, \quad 1 < p, q < \infty, \quad \lambda \in \mathbb{R} \). Then

\[ \partial_\nu^\lambda : SF_{s+1/p}^{p,q}(\Omega) \longrightarrow B_{s-1}^{p,q}(\partial \Omega) \] \quad (10.26)
given by

\[ \left\langle \partial_\nu^\lambda(\bar{u}, \pi), \bar{w} \right\rangle := A_\lambda \left( \nabla \bar{u}, \nabla \text{Ex}(\bar{w}) \right) - \left\langle \pi, \text{div} \text{Ex}(\bar{w}) \right\rangle, \quad \forall \bar{w} \in B_{1-s}^{p'q'}(\partial \Omega), \] \quad (10.27)
is a well-defined, bounded operator, where \( \text{Ex} \) is the extension operator introduced in Theorem 2.18 and \( 1/p + 1/p' = 1, \quad 1/q + 1/q' = 1 \).

In addition, the following identity holds for any \( (\bar{u}, \pi) \in SF_{s+1/p}^{p,q}(\Omega), \bar{w} \in F_{1-s+1/p'}^{p'q'}(\Omega) \):

\[ A_\lambda \left( \nabla \bar{u}, \nabla \bar{w} \right) = \left\langle \pi, \text{div} \bar{w} \right\rangle + \left\langle \partial_\nu^\lambda(\bar{u}, \pi), \text{Tr} \bar{w} \right\rangle. \] \quad (10.28)

**Proof.** This closely parallels that of Proposition 10.4. \( \square \)

Note that the definitions (10.21)-(10.27) correspond to a formal application of Green’s formula (4.6). The applicability of this point of view is limited to the range \( 1 < p, q < \infty \), as \( B_{s-1}^{p,q}(\partial \Omega) \) fails to be a dual space if \( \min\{p, q\} \leq 1 \). We nonetheless have:

**Theorem 10.6** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n, n \geq 2 \). Also, assume that \( \lambda \in \mathbb{R} \).

Then the conormal operator from Proposition 10.4 extends to a bounded mapping

\[ \partial_\nu^\lambda : SB_{s+1/p}^{p,q}(\Omega) \longrightarrow B_{s-1}^{p,q}(\partial \Omega), \quad \text{whenever} \]

\[ \frac{n-1}{n} < p < \infty, \quad 0 < q \leq \infty, \quad (n-1)
\left(\frac{1}{p} - 1\right)_+ < s < 1. \] \quad (10.29)

Analogously, the conormal operator from Proposition 10.5 extends to a bounded mapping

\[ \partial_\nu^\lambda : SF_{s+1/p}^{p,q}(\Omega) \longrightarrow B_{s-1}^{p,q}(\partial \Omega), \quad \text{whenever} \]

\[ \frac{n-1}{n} < p < \infty, \quad 0 < q < \infty, \quad (n-1)
\left(\frac{1}{p} - 1\right)_+ < s < 1. \] \quad (10.30)

**Proof.** Call a point in \( \mathbb{R}^3 \) with coordinates \( (s, 1/p, 1/q) \) “good” if

\[ \partial_\nu^\lambda : SF_{s+1/p}^{p,q}(\Omega) \longrightarrow F_{s-1}^{p,q}(\partial \Omega) \] is well-defined and bounded. \quad (10.31)
Furthermore, call a region $E \subset \mathbb{R}^3$ “good” if all points in $E$ are good. Then by Propositions 10.4-10.5 and Corollary 10.2, the following set is good:

$$\left\{ \left( s, \frac{1}{p}, \frac{1}{p} \right) : 1 < p < \infty, \ 0 < s < 1 \right\} \quad \text{and} \quad \left\{ \left( 1, \frac{1}{p}, \frac{1}{2} \right) : \frac{n-1}{n} < p \leq 2 \right\}. \quad (10.32)$$

Also, by Theorem 10.3 and Proposition 2.24,

$$E \text{ good} \implies \text{the convex hull of } E \text{ is good.} \quad (10.33)$$

Finally, if for any $E \subset \mathbb{R}^3$ we denote by $\text{Pr}_{xy} E$ the projection of $E$ onto the (horizontal) $xy$-plane, we note that

$$E \text{ good open set in } \mathbb{R}^3 \implies \partial^\lambda : SF^{p,q}_{s+1/p}(\Omega) \to B^{p,p}_{s-1} (\partial \Omega) \text{ is bounded} \quad \text{whenever } (s,1/p) \in \text{Pr}_{xy} E \text{ and } 0 < q < \infty. \quad (10.34)$$

Indeed, this is a consequence of (10.8) and (2.162) (with $p = q$), plus (10.4) and the fact that diagonal Besov and Triebel-Lizorkin spaces coincide.

With this information available, the end-game in the proof of the theorem is as follows. First, by (10.32)-(10.33), the interior of the parallelogram with vertices at

$$O(0,0,0), \quad A(1,0,0), \quad B(1,1,1), \quad C(0,1,1) \quad (10.35)$$

is a good set, and so is the segment with end-points

$$P(1, \frac{1}{2}, \frac{1}{2}), \quad Q(1, \frac{n}{n-1}, \frac{1}{2}). \quad (10.36)$$

See picture below:

![Figure 5](image_url)

By (10.33), it follows that the pyramid with vertex at $Q$ (given in (10.36)) and whose base is the parallelogram with vertices as in (10.35) is good. Since the projection of this pyramid on the $(s,1/p)$-plane is the region described by
\[ \{ (s, \frac{1}{p}) : 0 < p < \infty, \ (n-1) \left( \frac{1}{p} - 1 \right)_+ < s < 1 \}, \]  

it follows that the conormal derivative operator is bounded under the conditions specified in (10.30).

Finally, the corresponding claim about (10.29) is a consequence of what we have just proved, (10.8) and (2.162). This finishes the proof of the theorem.

\[ \square \]

### 10.3 The conormal derivative of the Stokes-Newtonian potentials

Let \( \Omega \subset \mathbb{R}^n, n \geq 2 \), be a bounded Lipschitz domain and assume that \( \frac{n-1}{n} < p \leq 1 \), \( (n-1) \left( \frac{1}{p} - 1 \right) < s < 1 \). Call \( m_S \in L^\infty(\partial \Omega) \) a \( B_{s-1}^{p,p}(\partial \Omega) \) molecule if there exist \( M > \frac{n-1}{p} \) and a surface ball \( S \) centered at \( x_S \in \partial \Omega \) and having radius \( r \in (0, \text{diam} \Omega) \) such that

\[
\begin{align*}
(1) \ |m_S(x)| & \leq r^{s-1-\frac{n-1}{p}} (1 + r^{-1}|x - x_S|)^{-M+s-1} \quad \text{for } x \in \partial \Omega, \\
(2) \int_{\partial \Omega} m_S(x) \, d\sigma_x &= 0 \quad \text{if } r < \eta.
\end{align*}
\]

The molecular theory developed by M. Frazier and B. Jawerth in the Euclidean setting can be adapted to the case of Lipschitz surfaces. In particular, we have (see [64] for a proof):

**Proposition 10.7** Let \( (n-1)/n < p \leq 1 \) and \( (n-1) \left( \frac{1}{p} - 1 \right) < s < 1 \). Then, given an arbitrary bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n, n \geq 2 \), there exists \( \eta = \eta(\partial \Omega) > 0 \) such that

\[
\|f\|_{B_{s-1}^{p,p}(\partial \Omega)} \approx \inf \left\{ \left( \sum_S |\lambda_S|^p \right)^{1/p} : f = \sum_S \lambda_S m_S, \ m_S \text{'s are } B_{s-1}^{p,p}(\partial \Omega) \text{ molecules}, \ \{\lambda_S\} \in \ell^p \right\}.
\]

uniformly for \( f \in B_{s-1}^{p,p}(\partial \Omega) \).

Conversely, there exists \( C = C(\partial \Omega, s, p, M, n) > 0 \) such that for any countable family \( \{m_S\} \) of \( B_{s-1}^{p,p}(\partial \Omega) \) molecules and any numerical sequence \( \{\lambda_S\} \in \ell^p \),

\[
\left\| \sum_S \lambda_S m_S \right\|_{B_{s-1}^{p,p}(\partial \Omega)} \leq C \|\{\lambda_S\}\|_{\ell^p}.
\]

Assume that \( s \in \mathbb{R}, 0 < p \leq 1, p \leq q \leq \infty, \) and \( p < p_1 < +\infty, \) define \( J := \frac{n}{p} \), and fix an integer \( L \geq \max\{|J - n - s|, -1\} \). Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n, n \geq 2, \beta \in \mathbb{N}_0 \) and \( \rho > 1 \) are constants depending on \( \Omega \). Under these circumstances, call a function \( A_Q \) a rough atom for \( F_{s,\beta}^{p,p}(\Omega) \) if

\[
\begin{align*}
(1) \ & \exists Q \in \mathbb{R}^n \text{ such that } \text{supp} \ A \subseteq Q \subset \Omega \text{ and } \rho Q \subset \Omega, \\
(2) \ & \|A\|_{F_{s,\beta}^{p,p}(\mathbb{R}^n)} \leq |Q|^{1/p_1 - 1/p}, \\
(3) \ & \int_{\mathbb{R}^n} x^\gamma A(x) \, dx = 0 \quad \text{if } |\gamma| \leq L \text{ and } l(Q) < 2^{-\beta}.
\end{align*}
\]

The following result has been proved in [64].
Theorem 10.8 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and assume that $p, q, s, p_1, J, L$ are as above. Then there exist $\beta \in \mathbb{N}_0$ and $\rho > 1$ such that any $f \in F_{s,0}^{p,\beta}(\Omega)$ can be expanded in a series

$$f = \sum_{k \in \mathbb{Z}} \lambda_k A_k \text{ with convergence in } S'(\mathbb{R}^n), \quad (10.45)$$

where the atoms $A_k$ satisfy (10.42)-(10.44) and $\{\lambda_k\}_{k \in \mathbb{Z}} \in \ell^p$. Furthermore,

$$\|f\|_{F_{s,0}^{p,\beta}(\Omega)} \approx \inf \left\{\|\lambda_k\|_{\ell^p}; f = \sum_{k \in \mathbb{Z}} \lambda_k A_k \right\}, \quad (10.46)$$

where the infimum is taken over all possible representations of $f$ in a series of atoms satisfying (10.42)-(10.44).

We are now in a position to discuss the main result of this section.

Theorem 10.9 Consider a bounded Lipschitz domain $\Omega \subset \mathbb{R}^n$, $n \geq 2$, and supposed $p, q, s$ are fixed such that $\frac{n-1}{n} < p \leq \infty, (n-1)/(p-1) + 1 < s < 1$ and $0 < q \leq \infty$. Then, for each $\lambda \in \mathbb{R}$,

$$\partial^\lambda_\nu (\Pi, \Theta) : B_{s+1/p-2,0}^{p,q} (\Omega) \to B_{s-1}^{p,q} (\partial \Omega), \quad (10.47)$$

$$\partial^\lambda_\nu (\Pi, \Theta) : F_{s+1/p-2,0}^{p,q} (\Omega) \to B_{s-1}^{p,p} (\partial \Omega), \quad \text{if } p \neq \infty, \quad (10.48)$$

are well-defined, linear, and bounded operators.

Proof. We start with implication (10.48) for $\frac{n-1}{n} < p \leq 1, (n-1)/(p-1) + 1 < s < 1$ and $p \leq q \leq \infty$. By Proposition 10.7 and Theorem 10.8, it is enough to show that $\partial^\lambda_\nu (\Pi, \Theta)$ maps rough $F_{s+1/p-2,0}^{p,q}(\Omega)$-atoms to $B_{s-1}^{p,p}(\partial \Omega)$-molecules.

Note that current restrictions on indices imply that rough $F_{s+1/p-2,0}^{p,q}(\Omega)$-atoms satisfy (10.42)-(10.44) with $L \geq 0$. Consider first such a rough atom $A$ supported in a Whitney cube $Q \subset \Omega$, with center $x_Q \in Q$ and pick $x_S \in \partial \Omega$ such that $|x_Q - x_S| = \text{dist}(x_Q, \partial \Omega)$. Then set $m := \partial^\lambda_\nu (\Pi(A), \Theta(A))$ on $\partial \Omega$ which, so we claim, is a molecule for $B_{s-1}^{p,p}(\partial \Omega)$ concentrated about the surface ball $S := B(x_S, l(Q)) \cap \partial \Omega$.

The claim will be justified by checking (10.38)-(10.39). Take the vanishing moment condition, required when $l(Q)$ is small. Assuming that this is the case, $A$ has one vanishing moment and, for every $\vec{c} \in \mathbb{R}^n$,

$$\left\langle \int_{\partial \Omega} m \, d\sigma, \vec{c} \right\rangle = \int_{\partial \Omega} \langle m, \vec{c} \rangle \, d\sigma = \int_{\partial \Omega} \langle \partial^\lambda_\nu (\Pi A, \Theta A), \vec{c} \rangle \, d\sigma$$

$$= \int_{\Omega} \langle \Delta \Pi A - \nabla \Theta A, \vec{c} \rangle \, dx = \int_{\Omega} \langle A, \vec{c} \rangle \, dx$$

$$= \left\langle \int_{\mathbb{R}^n} A \, dx, \vec{c} \right\rangle = 0, \quad (10.49)$$

by Green’s formula (4.6), written with $\vec{u} = \Pi A$, $\pi = \Theta A$, $\vec{w} = \vec{c}$, $\rho = 0$, the first identity in (10.16) and the support condition on $A$. Thus, $\int_{\partial \Omega} m \, d\sigma = 0$, as desired.

Turning to size estimates, we observe that $m$ can be expressed in the form (recall that $x_Q$ is the center of $Q$),
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for some $\xi \in C^\infty_c(\Omega)$ such that $\xi \equiv 1$ on $Q$, $\xi$ vanishes outside some small neighborhood $cQ$, $c = c(\Omega) > 1$, $0 \leq \xi \leq 1$, and $|\nabla \xi| \leq CI(Q)^{-1}$.

For the range of indices we are currently working with,

$$F^{p_1,q}_{s+1/p-2}(\mathbb{R}^n) \hookrightarrow L^2_1(\mathbb{R}^n), \quad \text{if} \quad s + \frac{1}{p} - 2 - \frac{n}{p_1} = -1 - \frac{n}{p_2},$$

where $p_1 > 1$ is the index appearing in (10.43), chosen sufficiently close to 1, and $p_2 > p_1$. Also, $(L^2_1(\mathbb{R}^n))^* = L^{p_2}_1(\mathbb{R}^n)$, so that (10.50) together with (10.51) and (10.43) imply

$$|m(x)| \leq C\|F_x\|_{L^{p_2}_1(\mathbb{R}^n)}\|A\|_{L^2_1(\mathbb{R}^n)} \leq C|Q|^{\frac{1}{p_1} - \frac{1}{p}}\|F_x\|_{L^{p_2}_1(\mathbb{R}^n)},$$

where

$$F_x(y) := \left(\partial^\lambda_{\nu(x)}\{E, \tilde{q}\}(y - x) - \partial^\lambda_{\nu(x)}\{E, \tilde{q}\}(x_{Q} - x)\right)\xi(y), \quad y \in \mathbb{R}^n.$$  

We can see that

$$|\nabla F_x(y)| \leq C \frac{|\xi(y)|}{|x - y|^n} + C\left|\left(\partial^\lambda_{\nu(x)}\{E, \tilde{q}\}(y - x) - \partial^\lambda_{\nu(x)}\{E, \tilde{q}\}(x_{Q} - x)\right)\right||\nabla \xi(y)| =: I + II.$$  

By the Mean Value Theorem,

$$II \leq C|y - x_{Q}| \sup_{z \in [y, x_{Q}]} |\nabla_v [\partial^\lambda_{\nu(x)}\{E, \tilde{q}\}(z - x)]^\top| |\nabla \xi(y)|$$

$$\leq CI(Q) \sup_{z \in [y, x_{Q}]} \frac{1}{|x - z|^n} |\nabla \xi(y)|,$$

so that

$$II \leq C \sup_{z \in [y, x_{Q}]} \frac{1}{|x - z|^n},$$

since $|\nabla \xi| \leq \frac{C}{|Q|}$. Using the property that $Q$ is a Whitney cube for $\Omega$ and keeping in mind that $y \in cQ$, $x \in \partial\Omega$, $z \in [y, x_{Q}]$, some elementary geometry leads to the conclusion that $|x - x_{Q}| \leq C|x - z|$. Consequently,

$$II \leq CI(Q)^{-n} \left(1 + \frac{|x - x_{Q}|}{l(Q)}\right)^{-n}.$$  

The same reasoning shows that a similar estimate holds for $I$, so that altogether,
\[ \| \nabla F_x \|_{L^p_\delta(\mathbb{R}^n)} \leq Cl(Q)^{\frac{n}{mp}} \left( 1 + \frac{|x-x_Q|}{l(Q)} \right)^{-n}. \]  

Similarly,

\[ \| F_x \|_{L^p_\delta(\mathbb{R}^n)} \leq Cl(Q)^{1-\frac{n}{mp}} \left( 1 + \frac{|x-x_Q|}{l(Q)} \right)^{-n} \leq Cl(Q)^{-\frac{n}{mp}} \left( 1 + \frac{|x-x_Q|}{l(Q)} \right)^{-n}, \]  

where the last inequality rests on the observation that \( l(Q) \) is bounded by the diameter of the domain \( \Omega \). Then by (10.52), (10.58), and (10.59),

\[ |m(x)| \leq Cl(Q)^{s-1-\frac{n-1}{p}} \left( 1 + \frac{|x-x_Q|}{l(Q)} \right)^{-n}. \]  

Now, by definition, \(|x_Q-x_S| = \text{dist}(x_Q, \partial \Omega)\), so that \(|x-x| \leq |x-x_Q| + |x_Q-x_S| \leq 2|x-x_Q|\) for every \( x \in \partial \Omega \). If we now set \( r := l(Q) \), then

\[ 1 + \frac{|x-x_Q|}{r} \geq 1 + \frac{1}{2} \frac{|x-x_S|}{r} \geq \frac{1}{2} \left( 1 + \frac{|x-x_S|}{r} \right), \]  

which entails

\[ |m(x)| \leq C r^{s-1-\frac{n-1}{p}} \left( 1 + \frac{|x-x_S|}{r} \right)^{-n}. \]

This proves (10.38) with \( M := n + s - 1 + \frac{n-1}{p} \) and justifies the claim that \( m \) is a molecule for \( B^{p,p}_{s-1} (\partial \Omega) \) concentrated about the surface ball \( S = S_r(x_S) \). At this stage, Proposition 10.7 applies and yields that, for \( \frac{n-1}{n} < p \leq 1 \) and \((n-1)(1/p-1) < s < 1\), the operator (10.48) is well-defined and bounded, first for \( p \leq q \leq \infty \), and then for the complementary range, \( 0 < q \leq p \), by embeddings.

To further expand this range, we shall rely on the observation that

\[ \int_{\partial \Omega} (\partial_\nu^\lambda (\Pi \vec{u}, \Theta \vec{f})) \, d\sigma = \int_{\Omega} (\vec{u}, D_\lambda \vec{f}) \, dx, \]  

i.e., the conormal derivative of Newtonian potential can be viewed as the adjoint of the double layer. Then, Proposition 10.11, the duality results in (2.118)-(2.119) and interpolation with what we have just proved allows us to cover the range of indices described in the statement of the theorem.

Finally, the claim made about the operator (10.47) is a consequence of the boundedness of (10.48), the duality reasoning described in the paragraph above (in particular, contributing to the case \( p = \infty \)) and interpolation. \( \square \)

### 10.4 The conormal on Besov and Triebel-Lizorkin spaces: the general case

Let \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), be a bounded Lipschitz domain and assume that \( 1 < p, q < \infty \), \( 0 < s < 1 \). If \( \vec{u} \in B^{p,q}_{s+1}(\Omega) \), \( \pi \in B^{p,q}_{s+1-1}(\Omega) \) and \( \vec{f} \in B^{p,q}_{s+1-2,0}(\Omega) \) are such that \( \Delta \vec{u} - \nabla \pi = \vec{f} |_{\Omega} \) in \( \Omega \), then as suggested by (4.7), it is natural to define \( \partial_\nu^\lambda (\vec{u}, \pi) \vec{f} \in B^{p,q}_{s+1}(\partial \Omega) = \left( B^{p,q}_{s+1}(\partial \Omega) \right)^\ast \), \( 1/p + 1/p' = 1 \), \( 1/q + 1/q' = 1 \), \( \lambda \in \mathbb{R} \), by setting
\begin{align}
\langle \partial_\lambda^\nu (\tilde{u}, \pi, \tilde{f}) \rangle := \langle \tilde{f}, \text{Ex}(\tilde{\psi}) \rangle + A_\lambda \left( \nabla \tilde{u}, \nabla \text{Ex}(\tilde{\psi}) \right) - \langle \pi, \text{div} \text{Ex}(\tilde{\psi}) \rangle, \quad \forall \tilde{\psi} \in B_{1-s}^{p',q'}(\partial \Omega),
\end{align}
where \text{Ex} is the extension operator introduced in Theorem 2.18. The conditions on the indices \( p, q, s \) ensure that all duality pairings in the right-hand side of (10.64) are well-defined. Similar considerations apply to the case of Triebel-Lizorkin spaces. As before, this duality-based approach is restricted to the case when \( 1 < p, q < \infty \), as \( B_{s-1}^{p,q}(\partial \Omega) \) fails to be a dual space if \( \min\{p, q\} \leq 1 \).

We nonetheless have:

**Theorem 10.10** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and assume that \( \frac{n-1}{n} < p \leq \infty \) and \( (n-1)(1/p - 1)_+ < s < 1, 0 < q \leq \infty \). Also, assume that \( \lambda \in \mathbb{R} \). Then one can define a concept of conormal derivative, i.e. a bounded, linear application \( (\tilde{u}, \pi, \tilde{f}) \mapsto \partial_\lambda^\nu (\tilde{u}, \pi, \tilde{f}) \) mapping \( B_{s-1}^{p,q}(\Omega) \) onto \( B_{s-1}^{p,q}(\partial \Omega) \), where

\begin{align}
B_{s}^{p,q}(\Omega) := \left\{ (\tilde{u}, \pi, \tilde{f}) \in B^{p,q}_{s+\frac{1}{p}}(\Omega) \oplus B^{p,q}_{s+\frac{1}{p}-1}(\Omega) \oplus B^{p,q}_{s+\frac{1}{p}-2,0}(\Omega) : \Delta \tilde{u} - \nabla \pi = \tilde{f}|_{\Omega} \text{ and div } \tilde{u} = 0 \text{ in } \Omega \right\},
\end{align}

which is compatible with (10.64) when \( 1 < p, q < \infty \). Furthermore, there exists a linear, bounded, right-inverse of (10.65).

Similar conclusions are valid in the context of Triebel-Lizorkin spaces, i.e. for the application

\begin{align}
(\tilde{u}, \pi, \tilde{f}) \mapsto \partial_\lambda^\nu (\tilde{u}, \pi, \tilde{f}) \text{ mapping } \mathcal{F}^{p,q}_{s}(\Omega) \text{ onto } B^{p,p}_{s-1}(\partial \Omega), \text{ where }
\end{align}

\begin{align}
\mathcal{F}^{p,q}_{s}(\Omega) := \left\{ (\tilde{u}, \pi, \tilde{f}) \in F^{p,q}_{s+\frac{1}{p}}(\Omega) \oplus F^{p,q}_{s+\frac{1}{p}-1}(\Omega) \oplus F^{p,q}_{s+\frac{1}{p}-2,0}(\Omega) : \Delta \tilde{u} - \nabla \pi = \tilde{f}|_{\Omega} \text{ and div } \tilde{u} = 0 \text{ in } \Omega \right\},
\end{align}

assuming that \( p \neq \infty \).

**Proof.** Set

\begin{align}
\partial_\lambda^\nu (\tilde{u}, \pi) := \partial_\lambda^\nu \left( \tilde{u} - \left[ \Pi f \right]|_{\Omega}, \pi - \left[ \Theta f \right]|_{\Omega} \right) + \partial_\lambda^\nu \left( \Pi f, \Theta f \right),
\end{align}

where, in the right-hand side of the above equality, the first conormal derivative is taken in the sense of (10.29) in Theorem 10.6, while the second one is taken in the sense of (10.47) in Theorem 10.9. The properties of this conormal derivative claimed in the statement of the theorem then follows from this.

**Remark.** In what follows, we agree to simplify the notation by writing \( \partial_\lambda^\nu (\tilde{u}, \pi) \) in place of \( \partial_\lambda^\nu (\tilde{u}, \pi)_{\tilde{f}} \), whenever \( \Delta \tilde{u} - \nabla \pi = 0 \in \Omega \).

### 10.5 Layer potentials on Besov and Triebel-Lizorkin spaces

In this section we establish mapping properties for the hydrostatic layer potentials on Besov and Triebel-Lizorkin spaces in Lipschitz domains.
Proposition 10.11 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and assume that $\lambda \in \mathbb{R}$, $\frac{n-1}{n} < p \leq \infty$, $(n-1)(\frac{1}{p}-1)_{+} < s < 1$, and $0 < q \leq \infty$. Then

$$D_\lambda : B^{p,q}_s(\partial \Omega) \longrightarrow B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad (10.68)$$

$$S : B^{p,q}_{s-1}(\partial \Omega) \longrightarrow B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad (10.69)$$

$$P_\lambda : B^{p,q}_{s}((\partial \Omega) \longrightarrow B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad (10.70)$$

$$Q : B^{p,q}_{s-1}(\partial \Omega) \longrightarrow B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad (10.71)$$

are well-defined, bounded operators. Furthermore,

$$D_\lambda : B^{p,p}_s(\partial \Omega) \longrightarrow F^{p,q}_{s+\frac{1}{p}}(\Omega; \Delta^2) = F^{p,q}_{s+\frac{1}{p}}(\Omega) \cap \text{Ker} \Delta^2 \quad (10.72)$$

$$S : B^{p,p}_{s-1}(\partial \Omega) \longrightarrow F^{p,q}_{s+\frac{1}{p}}(\Omega; \Delta^2) = F^{p,q}_{s+\frac{1}{p}}(\Omega) \cap \text{Ker} \Delta^2 \quad (10.73)$$

$$P_\lambda : B^{p,p}_s((\partial \Omega) \longrightarrow F^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad (10.74)$$

$$Q : B^{p,p}_{s-1}(\partial \Omega) \longrightarrow F^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad (10.75)$$

are also well-defined and bounded provided $s,p,q$ are as before and $p \neq \infty$.

Proof. From Theorem 11.18 and Theorem 11.15 it follows that

$$D_\lambda : B^{p,p}_s(\partial \Omega) \longrightarrow \mathbb{H}^{p}_{s+\frac{1}{p}}(\Omega; \Delta^2) = F^{p,q}_{s+\frac{1}{p}}(\Omega) \cap \text{Ker} \Delta^2 \quad (10.76)$$

is well-defined and bounded whenever $0 < p,q \leq \infty$, $(n-1)(\frac{1}{p}-1)_{+} < s < 1$, provided $q = \infty$ if $p = \infty$. This and real interpolation (cf. Proposition 2.20 and Theorem 2.13) then justify (10.68) and (10.72) (in the latter case, we also use monotonicity of the Triebel-Lizorkin scale to cover the case $q = \infty$). That the operators in (10.70)-(10.71) and (10.74)-(10.75) are also well-defined and bounded is a consequence of (4.35)-(4.36) and the mapping properties of the harmonic layer potentials on the Besov-Triebel-Lizorkin scale proved in [64].

As regards $S$, Theorem 11.19 and Theorem 11.15 give that

$$S : B^{p,p}_{s-1}(\partial \Omega) \longrightarrow \mathbb{H}^{p}_{s+\frac{1}{p}-1}(\Omega; \Delta^2) = F^{p,q}_{s+\frac{1}{p}-1}(\Omega) \cap \text{Ker} \Delta^2 \quad (10.77)$$

is well-defined and bounded for $0 < p,q \leq \infty$, $(n-1)(\frac{1}{p}-1)_{+} < s < 1$, granted that $q = \infty$ if $p = \infty$. Then, much as before, the operators (10.69), (10.73) are seen to be well-defined and bounded.

Recall next the boundary layer potential operators $K_\lambda$ defined in (4.44), its formal adjoint $K_\lambda^*$, and $S$ introduced in (4.47).
Proposition 10.12 Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$. If $(n-1)/n < p \leq \infty$ and $(n-1)(\frac{1}{p} - 1)_+ < s < 1$, $0 < q \leq \infty$, $\lambda \in \mathbb{R}$, then the operators

\begin{align*}
K_\lambda : B^{p,q}_s(\partial \Omega) &\rightarrow B^{p,q}_s(\partial \Omega), \\
K^*_\lambda : B^{p,q}_{s-1}(\partial \Omega) &\rightarrow B^{p,q}_{s-1}(\partial \Omega), \\
S : B^{p,q}_{s-1}(\partial \Omega) &\rightarrow B^{p,q}_s(\partial \Omega),
\end{align*}

are well-defined, linear, and bounded.

Proof. Since

\[ \text{Tr} \circ D_\lambda = \frac{1}{2} I + K_\lambda, \quad \text{Tr} \circ S = S, \]

the claims about (10.78) and (10.80) are consequences of Proposition 10.11 and Theorem 2.18. Finally, using the fact that

\[ \partial_{\nu}^\lambda \circ (S, Q) = -\frac{1}{2} I + K^*_\lambda, \]

together with Theorem 10.6 and Proposition 10.11, the claim about the operator (10.79) follows as well. \qed

For a given bounded Lipschitz domain $\Omega$ in $\mathbb{R}^n$, $n \geq 2$, the range of indices for which the boundary layer potentials for the Stokes system are invertible on the Besov scale considered on $\partial \Omega$ depends on the dimension $n$ of the ambient space and the Lipschitz character of $\Omega$. The latter is manifested by a parameter $\varepsilon \in (0, 1]$ which can be thought of as measuring the degree of roughness of $\Omega$ (thus, the larger $\varepsilon$ the milder the Lipschitz nature of $\Omega$, and the smaller $\varepsilon$, the more acute Lipschitz nature of $\Omega$). To best describe these regions, for each $n \geq 2$ and $\varepsilon > 0$ we let $R_{n,\varepsilon}$ denote the following sets. For $n = 2$, $R_{2,\varepsilon}$ is the collection of all pairs of numbers $s, p$ with the property that either one of the following two conditions below is satisfied:

\begin{align*}
(I_2) : & \quad 0 \leq \frac{1}{p} < s + \frac{1+\varepsilon}{2} \quad \text{and} \quad 0 < s < \frac{1+\varepsilon}{2}, \\
(II_2) : & \quad -\frac{1+\varepsilon}{2} < \frac{1}{p} - s < \frac{1+\varepsilon}{2} \quad \text{and} \quad \frac{1+\varepsilon}{2} < s < 1.
\end{align*}

Corresponding to $n = 3$, $R_{3,\varepsilon}$ is the collection of all pairs $s, p$ with the property that either of the following two conditions holds:

\begin{align*}
(I_3) : & \quad 0 \leq \frac{1}{p} < s + \frac{1+\varepsilon}{2} \quad \text{and} \quad 0 < s < \varepsilon, \\
(II_3) : & \quad -\frac{\varepsilon}{2} < \frac{1}{p} - \frac{s}{2} < \frac{1+\varepsilon}{2} \quad \text{and} \quad \varepsilon \leq s < 1.
\end{align*}

Finally, corresponding to $n \geq 4$, we let $R_{n,\varepsilon}$ denote the collection of all pairs $s, p$ with the property that

\[ (I_n) : \quad \frac{n-3}{2(n-1)} - \varepsilon < \frac{1}{p} - \frac{s}{n-1} < \frac{1}{2} + \varepsilon \quad \text{and} \quad 0 < s < 1, 1 < p < \infty. \]
To proceed, we shall now introduce some versions of the boundary Besov spaces which are well-suited for the formulation and treatment of boundary value problems for the Stokes system in Lipschitz domains. Concretely, if $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and $(n-1)/n < p \leq \infty$, $(n-1)(\frac{1}{p} - 1)_+ < s < 1$, $0 < q \leq \infty$, we set:

$$B^{p,q}_{s,\nu_\pm}(\partial \Omega) := \bigg\{ \tilde{f} \in B^{p,q}_{s,\nu_\pm}(\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu \mathbb{R}_{\|\partial \Omega\|} \bigg\},$$

(10.86)

$$B^{p,q}_{s,\nu}(\partial \Omega) := \bigg\{ \tilde{f} \in B^{p,q}_{s,\nu}(\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \nu \mathbb{R}_{\|\partial \Omega\|} \bigg\},$$

(10.87)

$$B^{p,q}_{s-1,\Psi_\pm}(\partial \Omega) := \bigg\{ \tilde{f} \in B^{p,q}_{s-1}(\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \Psi_\pm(\partial \Omega) \bigg\},$$

(10.88)

$$B^{p,q}_{s,\nu,\mathcal{W}}(\partial \Omega) := \bigg\{ \tilde{f} \in B^{p,q}_{s,\nu}(\partial \Omega) : \int_{\partial \Omega} \langle \psi, \tilde{f} \rangle \, d\sigma = 0, \forall \psi \in \mathcal{W} \bigg\} \quad \text{if } n = 2.$$  

(10.89)

On these spaces, below we show that the boundary hydrostatic layer potentials are invertible for suitable indices $p, q, s$. We have:

**Theorem 10.13** Assume that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$. Then there exists $\varepsilon = \varepsilon(\Omega) \in (0, 1]$ with the following property. If $(n-1)/n < p \leq \infty$, $(n-1)(\frac{1}{p} - 1)_+ < s < 1$, $0 < q \leq \infty$, and $\lambda \in (-1, 1)$, then the operators

$$\pm \frac{1}{2} I + K_\lambda : B^{p,q}_{s,\nu_\pm}(\partial \Omega)/\nu_\pm(\partial \Omega) \longrightarrow B^{p,q}_{s,\nu_\pm}(\partial \Omega)/\nu_\pm(\partial \Omega),$$

(10.90)

$$\pm \frac{1}{2} I + K^\lambda_\gamma : B^{p,q}_{s-1,\nu_\pm}(\partial \Omega)/\nu_\pm(\partial \Omega) \longrightarrow B^{p,q}_{s-1,\nu_\pm}(\partial \Omega)/\nu_\pm(\partial \Omega),$$

(10.91)

$$S : B^{p,q}_{s-1}(\partial \Omega)/\nu(\partial \Omega) \longrightarrow B^{p,q}_{s,\nu}(\partial \Omega) \quad \text{if } n \geq 3,$$

(10.92)

$$S : B^{p,q}_{s-1}(\partial \Omega)/\nu(\partial \Omega) \oplus \mathcal{W} \longrightarrow B^{p,q}_{s,\nu,\mathcal{W}}(\partial \Omega) \quad \text{if } n = 2,$$

(10.93)

$$\tilde{S} : \bigg( B^{p,q}_{s-1}(\partial \Omega)/\nu(\partial \Omega) \bigg) \oplus \mathbb{R}^2 \longrightarrow B^{p,q}_{s,\nu}(\partial \Omega) \oplus \mathbb{R}^2 \quad \text{if } n = 2,$$

(10.94)

are invertible whenever the pair $(s, p)$ belongs to the region $\mathcal{R}_{n, \varepsilon}$, described in (10.83)-(10.85).

**Proof.** This follows from the invertibility results on Hardy spaces from § 9.1 and repeated applications of the complex and real method of interpolation. \hfill \Box

### 10.6 The Poisson problem with Dirichlet and Neumann boundary conditions

Here our goal is to describe the ranges of indices for which the Poisson problem for the Stokes system equipped with Dirichlet or Neumann boundary conditions is well-posed for data in Besov and Triebel-Lizorkin spaces in bounded Lipschitz domains. As a preamble, we record some useful integral representation formulas.

**Proposition 10.14** Assume that $\Omega$ is a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, $\frac{n-1}{n} < p \leq \infty$, $(n-1)(1/p - 1)_+ < s < 1$, and $0 < q \leq \infty$. Then for every number $\lambda \in \mathbb{R}$ and every pair $(\tilde{u}, \pi) \in S B^{p,q}_{s,\nu_\pm}(\Omega)$ there holds
\[
\begin{align*}
\vec{u} &= D_\lambda(\text{Tr} \vec{u}) - S(\partial_\lambda^\nu(\vec{u}, \pi)) \quad \text{in} \quad \Omega, \\
\pi &= P_\lambda(\text{Tr} \vec{u}) - Q(\partial_\lambda^\nu(\vec{u}, \pi)) \quad \text{in} \quad \Omega.
\end{align*}
\] (10.95)

Similar integral representation formulas are valid in the context of Triebel-Lizorkin spaces, i.e. when \((\vec{u}, \pi) \in SF_{s+1 \frac{1}{p}}^{p,q}(\Omega)\), granted that \(p \neq \infty\).

Proof. These formulas follow from (4.120)-(4.121), a density argument, and the mapping properties of the operators involved (established earlier). \qed

We are now ready to state and prove the first main result of this section, dealing with the inhomogeneous problem for the Stokes system with Dirichlet boundary condition.

**Theorem 10.15** Let \(\Omega\) be a bounded Lipschitz domain in \(\mathbb{R}^n\), \(n \geq 2\), and for \(\frac{n-1}{n} < p \leq \infty\), \(0 < q \leq \infty\), \((n-1)(\frac{1}{p} - 1)_+ < s < 1\), consider the following boundary value problem,

\[
\begin{align*}
\Delta \vec{u} - \nabla \pi &= \vec{f} \in B_{s+\frac{1}{p}-2}^{p,q}(\Omega), \quad \text{div} \vec{u} = g \in B_{s+\frac{1}{p}-1}^{p,q}(\Omega), \\
\vec{u} &\in B_{s+\frac{1}{p}}^{p,q}(\Omega), \quad \pi \in B_{s+\frac{1}{p}-1}^{p,q}(\Omega), \quad \text{Tr} \vec{u} = \vec{h} \in B_{s+\frac{1}{p}}^{p,q}(\partial \Omega),
\end{align*}
\] (10.96)

subject to the (necessary) compatibility condition

\[
\int_{\partial \Omega} \langle \nu, \vec{h} \rangle \, d\sigma = \int_{\Omega} g(x) \, dx, \quad \text{for every component } \Omega \text{ of } \Omega. \tag{10.97}
\]

Then there exists \(\varepsilon = \varepsilon(\Omega) \in (0,1]\) such that (10.96) is well-posed (with uniqueness modulo locally constant functions in \(\Omega\) for the pressure), if the pair \((s,p)\) belongs to the region \(R_{n,\varepsilon}\), described in (10.83)-(10.85).

Furthermore, the solution has an integral representation formula in terms of hydrostatic layer potential operators and satisfies natural estimates. Concretely, there exists a finite, positive constant \(C = C(\Omega, p, q, s, n)\) such that

\[
\| \vec{u} \|_{B_{s+\frac{1}{p}}^{p,q}(\Omega)} + \| \pi \|_{B_{s+\frac{1}{p}-1}^{p,q}(\Omega) / \mathbb{R}_+} \leq C \| \vec{f} \|_{B_{s+\frac{1}{p}-2}^{p,q}(\Omega)} + C \| g \|_{B_{s+\frac{1}{p}-1}^{p,q}(\Omega)} + C \| \vec{h} \|_{B_s^{p,q}(\partial \Omega)}. \tag{10.98}
\]

Moreover, analogous well-posedness results hold on the Triebel-Lizorkin scale, i.e. for the problem

\[
\begin{align*}
\Delta \vec{u} - \nabla \pi &= \vec{f} \in F_{s+\frac{1}{p}-2}^{p,q}(\Omega), \quad \text{div} \vec{u} = g \in F_{s+\frac{1}{p}-1}^{p,q}(\Omega), \\
\vec{u} &\in F_{s+\frac{1}{p}}^{p,q}(\Omega), \quad \pi \in F_{s+\frac{1}{p}-1}^{p,q}(\Omega), \quad \text{Tr} \vec{u} = \vec{g} \in B_s^{p,q}(\partial \Omega),
\end{align*}
\] (10.99)

where the data is, once again, made subject to (10.97). This time, in addition to the previous conditions imposed on the indices \(p, q\), it is also assumed that \(p, q < \infty\).

Proof. Let \(\vec{v}\) be such that

\[
\vec{v} \in B_{s+\frac{1}{p}-1}^{p,q}(\Omega), \quad \text{div} \vec{v} = g \text{ in } \Omega. \tag{10.100}
\]
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For example, we may take
\[ \vec{v} := \nabla \Pi \Delta g \] (10.101)
where \( \Pi \Delta : B^{p,q}_{s+\frac{1}{p}-1}(\Omega) \rightarrow B^{p,q}_{s+\frac{1}{p}+1}(\Omega) \) is the harmonic Newtonian potential in \( \Omega \) (i.e., the operator of convolution with \( E_\Delta \) from (4.31)). Next, consider \( \vec{w}, \rho \) for which
\[ (\vec{w}, \rho) \in B^{p,q}_{s+\frac{1}{p}}(\Omega) \oplus B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad \Delta \vec{w} - \nabla \rho = \vec{f} - \Delta \vec{v} \quad \text{and} \quad \text{div} \vec{w} = 0 \quad \text{in} \ \Omega. \] (10.102)
For this, we may take \( \vec{w} := \Pi(\vec{f} - \Delta \vec{v}) \) and \( \rho := \Theta(\vec{f} - \Delta \vec{v}) \), where \( \Pi, \Theta \) are as in (10.13)-(10.14).

We now claim that
\[ \text{Tr} \vec{v} + \text{Tr} \vec{w} - \vec{h} \in B^{p,q}_{s,\nu}(\partial \Omega). \] (10.103)
To see this, we first observe that \( \text{Tr} \vec{v} + \text{Tr} \vec{w} - \vec{h} \in B^{p,q}_{s,\nu}(\partial \Omega) \). To check the orthogonality condition on \( \nu \), by virtue of (5.73) it suffices to note that for every \( \psi \in \mathbb{R} \Omega^+ \) we have
\[ \int_{\partial \Omega} \langle (\text{Tr} \vec{v} + \text{Tr} \vec{w}), \nu \rangle \psi d\sigma = \int_{\Omega} \psi \text{div} (\vec{v} + \vec{w}) \, dx = \int_{\Omega} \varphi \psi \, dx = \int_{\partial \Omega} \langle \nu, \vec{h} \rangle \psi d\sigma, \] (10.104)
by (10.97). This proves the claim made in (10.103).

Next, we make the claim that if \( n \geq 3 \), then
\[ T : B^{p,q}_{s,\nu}(\partial \Omega) \oplus B^{p,q}_{s-1}(\partial \Omega) \longrightarrow B^{p,q}_{s,\nu}(\partial \Omega), \]
\[ T(\vec{g}_1, \vec{g}_2) := \left( \frac{1}{2} I + K \lambda \right) \vec{g}_1 + S \vec{g}_2 \]
is onto. (10.105)
To justify this claim, consider an arbitrary \( \vec{f} \in B^{p,q}_{s,\nu}(\partial \Omega) \). Then (10.90) gives that there exists \( \vec{g}_1 \in B^{p,q}_{s,\nu}(\partial \Omega) \) such that \( \vec{v} := \vec{f} - \left( \frac{1}{2} I + K \lambda \right) \vec{g}_1 \in \Psi^\lambda(\partial \Omega) \). This, (5.117), and (10.92) then guarantee the existence of some \( \vec{g}_2 \in B^{p,q}_{s-1}(\partial \Omega) \) with the property that \( S \vec{g}_2 = \vec{v} \). Consequently, \( T(\vec{g}_1, \vec{g}_2) = \vec{f} \), proving the claim.

Having established (10.103) and (10.105), we can now produce a solution for (10.96) in the form
\[ \vec{u} := \vec{v} + \vec{w} + D\lambda \vec{g}_1 + S \vec{g}_2, \quad \pi := \rho + P\lambda \vec{g}_1 + Q \vec{g}_2, \] (10.106)
where
\[ (\vec{g}_1, \vec{g}_2) \in B^{p,q}_{s,\nu}(\partial \Omega) \oplus B^{p,q}_{s-1}(\partial \Omega) \] are such that \( T(\vec{g}_1, \vec{g}_2) = \vec{h} - \text{Tr} \vec{v} - \text{Tr} \vec{w} \). (10.107)
Furthermore, it is implicit in the above construction that (10.98) holds. The case \( n = 2 \) is handled analogously, so we omit the details.
To prove uniqueness, assume that \( \bar{u}, \pi \) solve the homogeneous version of (10.96). We may then conclude that \( (\bar{u}, \pi) \in SB_{s+\frac{1}{p}}^{p,q}(\Omega) \) and Proposition 10.14 gives

\[
\bar{u} = -S(\partial^\lambda(\bar{u}, \pi)) \quad \text{in} \quad \Omega.
\]

(10.108)

Taking boundary traces of both sides then yields

\[
S(\partial^\lambda(\bar{u}, \pi)) = 0 \quad \text{in} \quad B_{s-1}^{p,q}(\partial \Omega),
\]

(10.109)

so that \( \partial^\lambda(\bar{u}, \pi) \in \nu R_{\partial \Omega} \). Returning with this in (10.108) and invoking (5.77), (5.83), then gives \( \bar{u} = 0 \) in \( \Omega \) and \( \pi \in R_{\Omega_+} \), as desired.

For the Triebel-Lizorkin scale a very similar approach works as well. Thus, the proof of the theorem is complete at this point.

Our second main result in this section pertains to the Poisson problem for the Stokes system with Neumann boundary conditions.

**Theorem 10.16** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and for \( \frac{n-1}{n} < p \leq \infty \), \( 0 < q \leq \infty \), and \( (n-1)(\frac{1}{p}) + s < 1 \), consider the following boundary value problem:

\[
\begin{align*}
\Delta \bar{u} - \nabla \pi &= \bar{f} \quad \text{in} \quad \Omega, \\
\bar{u} &= 0 \quad \text{in} \quad \partial \Omega, \\
\bar{u} &\in \bar{B}_{s+\frac{1}{p}}^{p,q}(\Omega), \quad \pi \in \bar{B}_{s-1}^{p,q}(\partial \Omega), \quad \partial^\lambda(\bar{u}, \pi) = \bar{h} \in \bar{B}_{s-1}^{p,q}(\partial \Omega),
\end{align*}
\]

(10.110)

where the data are assumed to satisfy the necessary compatibility condition

\[
\partial^\lambda \left( \Pi \bar{f}, \Theta \bar{f} \right) - \bar{h} \in \text{Im} \left( \frac{1}{2} I + K^*_\lambda : B_{s-1,\Psi^+_+}^{p,q}(\partial \Omega) \rightarrow B_{s-1,\Psi^+_+}^{p,q}(\partial \Omega) \right).
\]

(10.111)

Then there exists \( \varepsilon = \varepsilon(\Omega) \in (0,1] \) such that (10.110) has a unique solution (modulo adding to the velocity functions from \( \Psi^\lambda(\Omega) \)) if the pair \( s,p \) belongs to the region \( R_{n,\varepsilon} \) described in (10.83)-(10.85). In addition, the solution (normalized so that \( \int_{\Omega} \Psi(\bar{u}(x), \psi(x)) \, dx = 0 \) for every \( \psi \in \Psi^\lambda(\Omega) \)) satisfies the estimate

\[
\| \bar{u} \|_{\bar{B}_{s+\frac{1}{p}}^{p,q}(\Omega)} + \| \pi \|_{\bar{B}_{s+\frac{1}{p}}^{p,q}(\partial \Omega)} \leq C \| \bar{f} \|_{\bar{B}_{s+\frac{1}{p}}^{p,q}(\Omega)} + C \| \bar{h} \|_{\bar{B}_{s-1}^{p,q}(\partial \Omega)}.
\]

(10.112)

An analogous well-posedness result holds for the problem

\[
\begin{align*}
\Delta \bar{u} - \nabla \pi &= \bar{f} \quad \text{in} \quad \Omega, \\
\bar{u} &= 0 \quad \text{in} \quad \partial \Omega, \\
\bar{u} &\in F_{s+\frac{1}{p}}^{p,q}(\Omega), \quad \pi \in F_{s+1}^{p,q}(\partial \Omega), \quad \partial^\lambda(\bar{u}, \pi) = \bar{h} \in \bar{B}_{s-1}^{p,q}(\partial \Omega),
\end{align*}
\]

(10.113)

assuming that \( p,q < \infty \), and

\[
\partial^\lambda \left( \Pi \bar{f}, \Theta \bar{f} \right) - \bar{h} \in \text{Im} \left( \frac{1}{2} I + K^*_\lambda : B_{s-1,\Psi^+_+}^{p,q}(\partial \Omega) \rightarrow B_{s-1,\Psi^+_+}^{p,q}(\partial \Omega) \right).
\]

(10.114)
Proof. The fact that (10.111) is a necessary condition for the solvability of (10.110) can be proved following the same set of ideas as in the case of (9.104), after observing that

\[
\mathbf{\bar{w}} := \mathbf{\bar{u}} - \Pi \mathbf{\bar{f}}, \quad \mathbf{\rho} := \pi - \Theta \mathbf{\bar{f}}
\]

solve

\[
\Delta \mathbf{\bar{w}} - \nabla \mathbf{\rho} = 0 \text{ in } \Omega, \quad \text{div } \mathbf{\bar{w}} = 0 \text{ in } \Omega,
\]

\[
\begin{align*}
\mathbf{\bar{w}} &\in B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \mathbf{\rho} \in B^{p,q}_{s+\frac{1}{p} - 1}(\Omega), \\
\partial^\lambda_\nu(\mathbf{\bar{w}}, \mathbf{\rho}) &= \mathbf{\bar{g}} - \partial^\lambda_\nu(\Pi \mathbf{\bar{f}}, \Theta \mathbf{\bar{f}}) \in B^{p,q}_{s-1}(\partial \Omega).
\end{align*}
\]

In turn, granted (10.111), existence is seen by taking

\[
\begin{align*}
\mathbf{\bar{u}} &:= \Pi \mathbf{\bar{f}} - S(-\frac{1}{2} I + K^*_\lambda)^{-1}(\partial^\lambda_\nu(\Pi \mathbf{\bar{f}}, \Theta \mathbf{\bar{f}}) - \mathbf{\bar{g}}), \\
\pi &:= \Theta \mathbf{\bar{f}} - Q(-\frac{1}{2} I + K^*_\lambda)^{-1}(\partial^\lambda_\nu(\Pi \mathbf{\bar{f}}, \Theta \mathbf{\bar{f}}) - \mathbf{\bar{g}}).
\end{align*}
\]

Given our earlier results on the mapping properties of the hydrostatic layer potentials plus the current assumptions on the indices \(s,p,q\), this is easily seen to solve (10.110).

To establish uniqueness, if the functions \(\mathbf{\bar{u}}\) and \(\pi\) satisfy the homogeneous version of problem (10.110), then \(\mathbf{\bar{u}} = D_\lambda(\text{Tr } \mathbf{\bar{u}})\) in \(\Omega\), by (10.95). Taking boundary traces (in the sense of Besov spaces) then yields \((-\frac{1}{2} I + K^*_\lambda)(\text{Tr } \mathbf{\bar{u}}) = 0\) on \(\partial \Omega\). This shows that \(\text{Tr } \mathbf{\bar{u}} \in \Psi^\lambda(\partial \Omega_+)\), by a variant of (5.125). Hence, \(\text{Tr } \mathbf{\bar{u}} = \psi|_{\partial \Omega}\) for some function \(\psi \in \Psi^\lambda(\Omega_+)\). It remains to invoke (10.95) once again in order to conclude that, by virtue of (5.97), \(\mathbf{\bar{u}} = \psi\) in \(\Omega\). This establishes the claim made about uniqueness for (10.110).

The treatment of (10.113) is analogous, and this finishes the proof of the theorem.

A less precise formulation of Theorem 10.16 is that problems (10.110), (10.113) have solutions for data \((\mathbf{\bar{f}}, \mathbf{\bar{h}})\) belonging to a finite co-dimensional subspace of \(B^{p,q}_{s+\frac{1}{p} - 2}\), \(0\) (\(\Omega\)) and \(F^{p,q}_{s+1/p - 2,0}(\Omega) \oplus B^{p,p}_{s-1}(\partial \Omega)\), respectively, and uniqueness holds up to a finite dimensional space.

To see this, let us rephrase condition (10.111) as

\[
(\mathbf{\bar{f}}, \mathbf{\bar{h}}) \in \Phi^{-1}\text{Im} \left( -\frac{1}{2} I + K^*_\lambda : B^{p,q}_{s-1,\Psi^\lambda_+}(\partial \Omega) \to B^{p,q}_{s-1,\Psi^\lambda_+(\partial \Omega)} \right),
\]

where \(\Phi\) is the bounded, linear application given by

\[
\Phi : B^{p,q}_{s+1/p - 2,0}(\Omega) \oplus B^{p,q}_{s-1}(\partial \Omega) \to (\mathbf{\bar{f}}, \mathbf{\bar{h}}) \mapsto \partial^\lambda_\nu(\Pi \mathbf{\bar{f}}, \Theta \mathbf{\bar{f}}) - \mathbf{\bar{g}} \in B^{p,q}_{s-1}(\partial \Omega).
\]

Since \(\text{Ker}(-\frac{1}{2} I + K^*_\lambda : B^{p,q}_{s-1,\Psi^\lambda_+}(\partial \Omega) \to B^{p,q}_{s-1,\Psi^\lambda_+(\partial \Omega)})\) is, thanks to (10.91), a space of finite codimension in \(B^{p,q}_{s-1}(\partial \Omega)\), the desired conclusion now follows from Lemma 11.41 in the Appendix.

In the case when \(\mathbb{R}^n \setminus \bar{\Omega}\) is connected, we can further rephrase Theorem 10.16 in the following fashion.
Theorem 10.17 Assume that $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, with connected complement and that $\frac{n-1}{n} < p \leq \infty$, $0 < q \leq \infty$, and $(n-1)(\frac{1}{p} - 1)_+ < s < 1$. Then there exists $\epsilon = \epsilon(\Omega) \in (0,1]$ such that the Poisson problem for the Stokes system with Neumann boundary condition

$$\Delta \bar{u} - \nabla \pi = f|_{\Omega}, \quad f \in B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \text{div} \bar{u} = 0 \text{ in } \Omega,$$

$$\bar{u} \in B^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in B^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad \partial^\lambda(\bar{u}, \pi) = h \in B^{p,q}_{s-1}(\partial \Omega),$$

has a unique solution (modulo adding to the velocity functions from $\Psi^\lambda(\Omega)$) if the pair $s, p$ belongs to the region $\mathcal{R}_{n,\epsilon}$ described in (10.83)-(10.85) and the data $(\bar{f}, \bar{h})$ satisfy the necessary compatibility condition

$$\int_{\Omega} \langle \bar{f}, \psi \rangle \, dx = \int_{\partial \Omega} \langle \bar{h}, \psi \rangle \, d\sigma, \quad \forall \psi \in \Psi^\lambda(\Omega).$$

In addition, the solution (normalized so that $\int_{\Omega} \bar{u} \cdot \psi = 0$ for every $\psi \in \Psi^\lambda(\Omega)$) satisfies the estimate

$$\|\bar{u}\|_{B^{p,q}_{s+\frac{1}{p}}(\Omega)} + \|\pi\|_{B^{p,q}_{s+\frac{1}{p}-1}(\Omega)} \leq C\|\bar{f}\|_{B^{p,q}_{s+\frac{1}{p}-2,0}(\Omega)} + C\|\bar{h}\|_{B^{p,q}_{s-1}(\partial \Omega)}.$$ 

Moreover, an analogous well-posedness result holds for the problem

$$\Delta \bar{u} - \nabla \pi = f|_{\Omega}, \quad f \in F^{p,q}_{s+\frac{1}{p}-\frac{2}{p}}(\Omega), \quad \text{div} \bar{u} = 0 \text{ in } \Omega,$$

$$\bar{u} \in F^{p,q}_{s+\frac{1}{p}}(\Omega), \quad \pi \in F^{p,q}_{s+\frac{1}{p}-1}(\Omega), \quad \partial^\lambda(\bar{u}, \pi) = h \in B^{p,p}_{s-1}(\partial \Omega),$$

assuming that $p, q < \infty$.

Proof. Given that we are assuming that $\Omega_-$ is connected, it follows that $\mathbb{R}_{\partial \Omega_-} = 0$. Thus, in the current context, (10.91) becomes

$$-\frac{1}{2} I + K^\ast : B_{s-1,\psi^\lambda}(\partial \Omega) \longrightarrow B_{s-1,\psi^\lambda}(\partial \Omega) \quad \text{isomorphically},$$

if $s, p, q$ are as in the statement of Theorem 10.13. As a consequence, the image of the operator $-\frac{1}{2} I + K^\ast$ acting on $B_{s-1,\psi^\lambda}(\partial \Omega)$ is the entire space $B_{s-1,\psi^\lambda}(\partial \Omega)$. In turn, this implies that the compatibility condition (10.111) takes the form

$$\partial^\lambda \left( \Pi \bar{f}, \Theta \bar{f} \right) - h \in B^{p,q}_{s-1,\psi^\lambda}(\partial \Omega).$$

In other words,

$$\int_{\partial \Omega} \langle \partial^\lambda \left( \Pi \bar{f}, \Theta \bar{f} \right), \psi \rangle \, d\sigma = \int_{\partial \Omega} \langle h, \psi \rangle \, d\sigma, \quad \forall \psi \in \Psi^\lambda_+(\partial \Omega).$$

At this point, there remains to observe that
\[
\int_{\partial \Omega} \left\langle \partial_\nu (\Pi f, \Theta f), \psi \right\rangle d\sigma = \int_{\Omega} (\tilde{f}(x), \psi(x)) \, dx, \quad \forall \psi \in \Psi^\lambda(\Omega),
\] (10.128)
as is clear from (4.7) and (5.95). This proves that, in the current context, (10.111) reduces precisely to (10.122), finishing the proof of the theorem. □

11 Appendix

11.1 Smoothness spaces in the Euclidean setting

Here we briefly review Besov and Triebel-Lizorkin scales in $\mathbb{R}^n$. One convenient point of view is offered by the classical Littlewood-Paley theory (cf., e.g., [79], [90]). More specifically, let $\Xi$ be the collection of all systems $\{\zeta_j\}_{j=0}^\infty$ of Schwartz functions with the following properties:

(i) there exist positive constants $A, B, C$ such that
$$
\text{supp} (\zeta_0) \subset \{x : |x| \leq A\};
$$
$$
\text{supp} (\zeta_j) \subset \{x : B2^{j-1} \leq |x| \leq C2^{j+1}\} \quad \text{if } j \in \mathbb{N};
\tag{11.1}
$$

(ii) for every multi-index $\alpha$ there exists a positive, finite constant $C_\alpha$ such that
$$
\sup_{x \in \mathbb{R}^n} \sup_{j \in \mathbb{N}} 2^{j|\alpha|} |\partial^\alpha \zeta_j(x)| \leq C_\alpha;
\tag{11.2}
$$

(iii)
$$
\sum_{j=0}^\infty \zeta_j(x) = 1 \quad \text{for every } x \in \mathbb{R}^n.
\tag{11.3}
$$

Let $s \in \mathbb{R}$ and $0 < q \leq \infty$ and fix some family $\{\zeta_j\}_{j=0}^\infty \in \Xi$. Also, let $\mathcal{F}$ and $S'(\mathbb{R}^n)$ denote, respectively, the Fourier transform and the class of tempered distributions in $\mathbb{R}^n$. Then Triebel-Lizorkin space $F^{p,q}_s(\mathbb{R}^n)$ is defined for each $0 < p < \infty$ as

$$
F^{p,q}_s(\mathbb{R}^n) := \left\{ f \in S'(\mathbb{R}^n) : \|f\|_{F^{p,q}_s(\mathbb{R}^n)} := \left\| \left( \sum_{j=0}^\infty \|2^{sj} \mathcal{F}^{-1} (\zeta_j \mathcal{F} f)\|_q \right)^{1/q} \right\|_{L^p(\mathbb{R}^n)} < \infty \right\}. \tag{11.4}
$$

If $0 < p \leq \infty$ then the Besov space $B^{p,q}_s(\mathbb{R}^n)$ can be defined as

$$
B^{p,q}_s(\mathbb{R}^n) := \left\{ f \in S'(\mathbb{R}^n) : \|f\|_{B^{p,q}_s(\mathbb{R}^n)} := \left( \sum_{j=0}^\infty \|2^{sj} \mathcal{F}^{-1} (\zeta_j \mathcal{F} f)\|_q \right)^{1/q} \right\} < \infty \right\}. \tag{11.5}
$$

A different choice of the system $\{\zeta_j\}_{j=0}^\infty \in \Xi$ yields the same spaces (11.4)-(11.5), albeit equipped with equivalent norms. Furthermore, the class of Schwartz functions in $\mathbb{R}^n$ is dense in both $B^{p,q}_s(\mathbb{R}^n)$ and $F^{p,q}_s(\mathbb{R}^n)$ provided $s \in \mathbb{R}$ and $0 < p, q < \infty$.

As far as the real method of interpolation is concerned, we note the following classical result.
Theorem 11.1 (cf. [90]) Let $\alpha_0, \alpha_1 \in \mathbb{R}$, $\alpha_0 \neq \alpha_1$, $0 < q_0, q_1, q \leq \infty$, $0 < \theta < 1$, $\alpha = (1 - \theta)\alpha_0 + \theta\alpha_1$. Then

\[ (F^{p,q}_{\alpha_0}(\mathbb{R}^n), F^{p,q}_{\alpha_1}(\mathbb{R}^n))_{\theta,q} = B^{p,q}_{\alpha}(\mathbb{R}^n), \quad 0 < p < \infty, \]  
\[ (B^{p,q}_{\alpha_0}(\mathbb{R}^n), B^{p,q}_{\alpha_1}(\mathbb{R}^n))_{\theta,q} = B^{p,q}_{\alpha}(\mathbb{R}^n), \quad 0 < p \leq \infty. \]  

(11.6)  

(11.7)

Turning to the complex method of interpolation, we have:

Theorem 11.2 Let $\alpha_0, \alpha_1 \in \mathbb{R}$, $0 < p_0, p_1 \leq \infty$, and $0 < q_0, q_1 \leq \infty$ with the property that either $\max\{p_0, q_0\} < \infty$, or $\max\{p_1, q_1\} < \infty$. Then

\[ [F^{p_0,q_0}_{\alpha_0}(\mathbb{R}^n), F^{p_1,q_1}_{\alpha_1}(\mathbb{R}^n)]_{\theta} = F^{p,q}_{\alpha}(\mathbb{R}^n), \]  

where $0 < \theta < 1$, $\alpha = (1 - \theta)\alpha_0 + \theta\alpha_1$, $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$, and $\frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}$.

Furthermore, if $\alpha_0, \alpha_1 \in \mathbb{R}$, $0 < p_0, p_1, q_0, q_1 \leq \infty$ and $\min\{q_0, q_1\} < \infty$, then also

\[ [B^{p_0,q_0}_{\alpha_0}(\mathbb{R}^n), B^{p_1,q_1}_{\alpha_1}(\mathbb{R}^n)]_{\theta} = B^{p,q}_{\alpha}(\mathbb{R}^n), \]  

where $0 < \theta < 1$, $\alpha = (1 - \theta)\alpha_0 + \theta\alpha_1$, $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$, and $\frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}$.

(11.8)  

(11.9)

When $p, q \geq 1$, this is well-known; cf. [35], [89]. For the entire scale $p, q > 0$, the result has been established in [66], [50].

11.2 Gehring’s lemma

Let us first recall the definition of a space of homogeneous type, as introduced by R. Coifman and G. Weiss in [17]. Assume that $\Sigma$ is a set equipped with a quasi-distance, i.e. a function $d : \Sigma \times \Sigma \to [0, \infty)$ satisfying $d(x, y) = 0 \iff x = y$, $d(x, y) = d(y, x)$ and such that there exists $\kappa \geq 1$, called concavity constant, for which

\[ d(x, y) \leq \kappa (d(x, z) + d(z, y)), \quad \forall x, y, z \in \Sigma. \]  

(11.10)

In turn, a choice of a quasi-distance naturally induces a topology on $\Sigma$ for which the balls $B(x, r) := \{y \in \Sigma : d(x, y) < r\}$ (which, unlike the case of a metric space, are not necessarily open when $\kappa > 1$) form a base. A well-known theorem of Macías and Segovia ([61]) asserts that the original quasi-distance function on $\Sigma$ can be replaced by an equivalent one which has the additional property that the associated balls are open. It is also well-known that $\Sigma$ is compact if and only if $\mu(\Sigma) < +\infty$.

A space of homogeneous type is a structure $(\Sigma, d, \mu)$, where $d$ is a quasi-distance on the set $\Sigma$ and $\mu$ is a measure defined on the minimal sigma-algebra containing all Borel sets and all balls, and which is doubling, i.e., there exists a $A > 1$, called the doubling constant, such that

\[ 0 < \mu(B(x, 2r)) \leq A \mu(B(x, r)) \leq \infty, \quad \forall x \in \Sigma, \forall r > 0. \]  

(11.11)

In the sequel, if $\lambda > 0$ and $B = B(x, r)$, we shall use the notation $\lambda B := B(x, \lambda r)$. Also, the symbol $\bar{f}$ indicates integral average, and $L^p(\Sigma, d\mu)$ stands for the Lebesgue space of $\mu$-measurable, $p$-th power integrable functions on $\Sigma$. The following Calderón-Zygmund decomposition result and Vitali covering lemma are well known. See, e.g., [2], [17].
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Lemma 11.3 Given a space of homogeneous type $(\Sigma, d, \mu)$, there exists $c > 1$ depending only the concavity constant $\kappa$ such that the following holds. If $B = \{B_\alpha\}_{\alpha \in A}$ is a family of balls and $E := \bigcup_\alpha B_\alpha$ is $\mu$-measurable and $\mu(E) < \infty$, then there exists a sequence of mutually disjoint balls $\{B_j\}_{j \in \mathbb{N}} \subset B$ such that any $B \in B$ is contained in some $cB_j$. In particular, $E \subset \bigcup_j cB_j$.

Lemma 11.4 For every space of homogeneous type $(\Sigma, d, \mu)$ with the property that the balls are open sets there exists a finite constant $c > 1$, depending only on the concavity constant $\kappa$ (in fact, the same constant as in Lemma 11.3) with the following significance. Assume that $f \in L^1(\Sigma, d\mu)$ is a nonnegative function and that $\lambda > \int_\Sigma f \, d\mu$. Then there exists a sequence of mutually disjoint balls $B_j = B(x_j, r_j)$, $j \in \mathbb{N}$, such that

$$\int_{cB_j} f \, d\mu \leq \lambda < \int_{B_j} f \, d\mu \quad \forall j \in \mathbb{N},$$

$$f \leq \lambda \text{ pointwise } \mu\text{-a.e. on } \Sigma \setminus \bigcup_{j \in \mathbb{N}} cB_j. \quad (11.12)$$

We are now ready to state the main result in this section which is a version of the celebrated Gehring’s lemma [38], proved here via an approach more akin to the work in [43].

Proposition 11.5 Assume that $(\Sigma, d, \mu)$ is a non-compact space of homogeneous type and that $1 \leq q < p$. Also, suppose $g, h$ are two non-negative functions, $g \in L^p(\Sigma, d\mu)$, and there exist $K \geq 0$ and $\eta > 1$ such that

$$(\int_B g^p \, d\mu)^{\frac{1}{p}} \leq K \left( \int_{\eta B} g^q \, d\mu \right)^{\frac{1}{q}} + \left( \int_{\eta B} h^p \, d\mu \right)^{\frac{1}{p}} \quad \text{for every ball } B \subset \Sigma. \quad (11.14)$$

Then there exists $\varepsilon_o > 0$, depending only on $p, q, K, \eta$ and $\kappa, A$ (the concavity and doubling constants for $(\Sigma, d, \mu)$, respectively), such that whenever $0 \leq \varepsilon < \varepsilon_o$,

$$\int_\Sigma g^{p+\varepsilon} \, d\mu \leq C \int_\Sigma h^{p+\varepsilon} \, d\mu, \quad (11.15)$$

where $C > 0$ depends only on $p, q, K, \eta, \kappa, A$ and $\varepsilon$.

Proof. From an earlier discussion, by eventually replacing the original quasi-distance on $\Sigma$, there is no loss of generality in assuming that the balls in $\Sigma$ are open sets. Assume that this is the case, and for each $r > 0$, set

$$G_r := \{ x \in \Sigma : g(x) > r \} \quad \text{and} \quad H_r := \{ x \in \Sigma : h(x) > r \}. \quad (11.16)$$

For each fixed $t > 0$ we now perform a Calderón-Zygmund decomposition for the function $g^p$ at level $(\lambda t)^p$, with $\lambda > 1$ to be specified later. This gives a sequence of mutually disjoint balls $\{B_j\}_{j \in \mathbb{N}}$ and a constant $c > 1$ such that

$$\int_{cB_j} g^p \leq (\lambda t)^p < \int_{B_j} g^p \quad \text{and} \quad g^p \leq (\lambda t)^p \quad \mu\text{-a.e. on } \Sigma \setminus \bigcup_{j \in \mathbb{N}} cB_j, \quad (11.17)$$
Cf. Lemma 11.4 above. In particular, $G_{\lambda t} \subseteq \bigcup_j cB_j$ so by (11.17) we have

$$
\int_{G_{\lambda t}} g^p \, d\mu \leq \sum_j \int_{cB_j} g^p \, d\mu \leq (\lambda t)^p \sum_j \mu(cB_j).
$$

(11.18)

Next, $\frac{1}{\mu(\eta B_j)} \int_{\eta B_j \setminus G_t} g^q \, d\mu \leq t^q$, so we may write

$$
\left( \int_{\eta B_j} g^q \, d\mu \right)^{\frac{1}{q}} = \left( \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \cap G_t} g^q \, d\mu + \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \setminus G_t} g^q \, d\mu \right)^{\frac{1}{q}}
\leq \left( \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \setminus G_t} g^q \, d\mu \right)^{\frac{1}{q}} + t
\leq 2t + \frac{1}{t^{q-1}} \cdot \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \setminus G_t} g^q \, d\mu,
$$

(11.19)

where, in the second and third inequalities, use has been made of the elementary estimates $(a+b)^{\frac{1}{q}} \leq a^{\frac{1}{q}} + b^{\frac{1}{q}}$ valid for any $a, b \geq 0$ and $M^{\frac{1}{q}} \leq t + \frac{M}{t^{q-1}}$ valid for any $M \geq 0$, $t > 0$ (here $q \geq 1$ is used).

Going further, a similar argument gives

$$
\left( \int_{\eta B} h^p \, d\mu \right)^{\frac{1}{p}} \leq \left( \int_{\eta B \cap H_t} h^p \, d\mu \right)^{\frac{1}{p}} + t \leq 2t + \frac{1}{t^{p-1}} \cdot \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \cap H_t} h^p \, d\mu.
$$

(11.20)

A combination of (11.14), (11.17), (11.19) and (11.20), now gives

$$
\lambda t \leq \left( \int_{B_j} g^p \, d\mu \right)^{\frac{1}{p}} \leq (2K + 2)t + \left( \frac{K}{t^q} \cdot \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \cap G_t} g^q \, d\mu \right)
+ \left( \frac{1}{t^{p-1}} \cdot \frac{1}{\mu(\eta B_j)} \int_{\eta B_j \cap H_t} h^p \, d\mu \right).
$$

(11.21)

Hence,

$$
(\lambda - 2K - 2)\mu(\eta B_j) \leq K \frac{1}{t^q} \int_{\eta B_j \cap G_t} g^q \, d\mu + \frac{1}{t^p} \int_{\eta B_j \cap H_t} h^p \, d\mu.
$$

(11.22)

At this stage, we fix $\lambda > 2K + 2$ (so that $\lambda > 1$) for the remainder of the proof.

Next, Lemma 11.3 and the doubling property (11.11) ensure that there exists a set $N' \subseteq N$ such that

the balls $\{\eta B'_j\}_{j' \in N'}$ are mutually disjoint,

and $\mu\left(\bigcup_{j \in N} \eta B_j\right) \leq C' \sum_{j' \in N'} \mu(\eta B'_j),
$ (11.23)
where $C'$ depends only on $A$ and $\kappa$. In concert with (11.11), (11.22) and the fact that the balls in the family $\{B_j\}_{j \in \mathbb{N}}$ are mutually disjoint, this estimate allows us to write, for some $C''$ depending only on $A$ and $\kappa$,

$$
\sum_{j \in \mathbb{N}} \mu(cB_j) \leq C'' \sum_{j \in \mathbb{N}} \mu(B_j) = C'' \mu(\bigcup_{j \in \mathbb{N}} B_j) \leq C'' \mu(\bigcup_{j \in \mathbb{N}} \eta B_j) \leq C' C'' \sum_{j' \in \mathbb{N}'} \mu(\eta B_{j'})
$$

(11.24)

where $C := C'C''$ depends only on $A$ and $\kappa$. Note that the last step above uses the first condition in (11.23). From this and (11.18) we then obtain

$$
\int_{\mathcal{G}_t} g^p \, d\mu \leq \frac{C \lambda^p}{\lambda - 2K - 2} \left[ \frac{K}{t^{q-p}} \int_{\eta B_j \cap \mathcal{G}_t} g^q \, d\mu + \int_{H_t} h^p \, d\mu \right].
$$

(11.25)

Recall that $\lambda > 1$ and $p - q \geq 0$, so that $\mathcal{G}_t \subset \mathcal{G}_t$, and further,

$$
\int_{\mathcal{G}_t \setminus \mathcal{G}_t} g^p \, d\mu = \int_{\mathcal{G}_t \setminus \mathcal{G}_t} g^q g^{p-q} \, d\mu \leq \lambda^{p-q} t^{p-q} \int_{\mathcal{G}_t} g^q \, d\mu.
$$

(11.26)

By adding (11.25) and (11.26) we arrive at

$$
\int_{\mathcal{G}_t} g^p \, d\mu \leq \left( \frac{CK \lambda^p}{\lambda - 2K - 2} + \lambda^{p-q} \right) t^{p-q} \int_{\mathcal{G}_t} g^q \, d\mu + \left( \frac{C \lambda^p}{\lambda - 2K - 2} \right) \int_{H_t} h^p \, d\mu.
$$

(11.27)

Multiplying both sides of this last inequality by $t^\alpha$, for some $\alpha \in \mathbb{R}$ to be chosen momentarily, and then integrating with respect to $t$ in the interval $(0,T)$, with $T > 0$ an arbitrary, fixed number, yields an estimate of the form

$$
\int_0^T \left( \int_{\mathcal{G}_t} t^\alpha g^p \, d\mu \right) dt \leq C_0 \int_0^T \left( \int_{\mathcal{G}_t} t^{p-q+\alpha} g^q \, d\mu \right) dt + C_1 \int_0^\infty \left( \int_{H_t} t^\alpha h^p \, d\mu \right) dt,
$$

(11.28)

where

$$
C_0 := \lambda^{p-q} + \frac{CK \lambda^p}{\lambda - 2K - 2}, \quad C_1 := \frac{C \lambda^p}{\lambda - 2K - 2}.
$$

(11.29)

Let us now fix $\alpha > -1$ and use Fubini’s theorem to compute
\[
\int_{G_t} T^\alpha g^p d\mu \cdot dt = \int_{G_t} \left( \int_{S_0} T^\alpha \chi g \cdot dt \right) g^p d\mu \\
= \int_{S} \left( \int_{0}^{\min \{g(x), T\}} T^\alpha dt \right) g(x)^p d\mu(x) = \frac{1}{\alpha + 1} \int_{S} g^p \left[ \min \{g, T\} \right]^{1+\alpha} d\mu,
\]

since \( \chi g_t(x) = 1 \) if and only if \( g(x) > t \). Similarly,
\[
\int_{H_t} T^\alpha h^p d\mu \cdot dt = \frac{1}{\alpha + 1} \int_{S} h^{p+\alpha+1} d\mu.
\]

Finally, \( \alpha > -1 \) and \( p \geq q \) force \( p - q + \alpha > -1 \) and the same type of argument as before gives
\[
\int_{G_t} T^\alpha (p-q+\alpha g^q) d\mu \cdot dt = \frac{1}{p - q + \alpha + 1} \int_{S} g^q \left[ \min \{g, T\} \right]^{p-q+\alpha+1} d\mu \\
\leq \frac{1}{p - q + \alpha + 1} \int_{S} g^p \left[ \min \{g, T\} \right]^{\alpha+1} d\mu.
\]

Altogether, for each \( T > 0 \) we obtain
\[
\int_{S} g^p \left[ \min \{g, T\} \right]^{\alpha+1} d\mu \leq \frac{C_0(\alpha + 1)}{p - q + \alpha + 1} \int_{S} g^p \left[ \min \{g, T\} \right]^{\alpha+1} d\mu \\
+ C_1 \int_{S} h^{p+\alpha+1} d\mu,
\]
with \( C_0, C_1 \) as in (11.29). Note that the integral in the left-hand side matches the first integral in the right-hand side and is finite for each \( T > 0 \) since
\[
\int_{S} g^p \left[ \min \{g, T\} \right]^{\alpha+1} d\mu \leq T^{\alpha+1} \int_{S} g^p d\mu < +\infty,
\]
given that the function \( g \) belongs to \( L^p(S, d\mu) \). Consequently, in order to absorb the first term from the right-hand side into the left-hand side we need to choose \( \alpha > -1 \) such that \( p - q + \alpha + 1 > (\alpha + 1)C_0 \). If \( C_0 > 1 \), this requirement becomes \( 0 < \alpha + 1 < \frac{p-q}{C_0-1} \). However, if \( \lambda > \max \{2K+2,1\} \) then \( C_0 > 1 \), as is visible from (11.29). We obtain
\[
\int_{S} g^p \left[ \min \{g, T\} \right]^{\alpha+1} d\mu \leq C_2 \int_{S} h^{p+\alpha+1} d\mu,
\]
where \( C_2 \) is independent of \( T \). By letting \( T \to \infty \) and invoking Lebesgue’s Monotone Convergence Theorem, we may now conclude that (11.15) holds whenever \( 0 < \varepsilon < \varepsilon_o := \frac{p-q}{C_0-1} \).

Finally, the case \( \varepsilon = 0 \) follows directly from (11.14) by writing
\[
\left( \int_{B_R} g^p d\mu \right)^{\frac{1}{p}} \leq K \frac{\mu(B_R)^{1/p}}{\mu(\eta B_R)^{1/q}} \left( \int_{\eta B_R} g^q d\mu \right)^{\frac{1}{q}} + \left( \frac{\mu(B_R)}{\mu(\eta B_R)} \right)^{1/p} \left( \int_{\eta B_R} h^p d\mu \right)^{\frac{1}{p}}
\]

(11.36)
where \( R > 0 \) is arbitrary and \( B_R := B(x_0, R) \) for some fixed point \( x_0 \in \Sigma \), and then letting \( R \) approach infinity. Since \( q < p \), the coefficient of the first integral in the right-hand side goes to zero, whereas the the coefficient of the second one stays bounded. This finishes the proof of the proposition. \( \square \)

### 11.3 Hole-filling lemma

**Lemma 11.6** Let \( f \) be an arbitrary locally bounded function on \( \mathbb{R} \) with the property that there exist real numbers \( \theta_0, \theta_1 \), nondecreasing functions \( A, B \), \( \alpha > 0 \), and \( \theta \in (0, 1) \) such that

\[
f(s) \leq [A(t)(t - s)^{-\alpha} + B(t)] + \theta f(t) \quad \text{for all} \quad \theta_0 \leq s < t \leq \theta_1.
\]

Then there exists \( C > 0 \) such that

\[
f(r) \leq C[A(R)(R - r)^{-\alpha} + B(R)] \quad \text{for all} \quad \theta_0 \leq r < R \leq \theta_1.
\]

**Proof.** Fix \( \sigma \in (0, 1) \) arbitrary and let \( t_0 = r, t_{i+1} = t_i + (1 - \sigma)(R - r)\sigma^i \), for each \( i \geq 0 \). Then \( t_\infty = R \), and

\[
t_{n - r} = t_n - t_0 = \sum_{i=0}^{n-1} (t_{i+1} - t_i) = (1 - \sigma)(R - r) \sum_{i=0}^{n-1} \sigma^i = (R - r)(1 - \sigma^n). \tag{11.39}
\]

Thus, for each \( i \),

\[
f(t_i) \leq [A(t_{i+1})(1 - \sigma)^{-\alpha}(R - r)^{-\alpha} \sigma^{-i\alpha} + B(t_{i+1})] + \theta f(t_{i+1}) \tag{11.40}
\]

Multiplying (11.40) by \( \theta^i \) we obtain that

\[
\theta^i f(t_i) \leq I(\theta \sigma^{-\alpha})^i + \theta^i B(R) + \theta^{i+1} f(t_{i+1}), \tag{11.41}
\]

where \( I := A(R)(1 - \sigma)^{-\alpha}(R - r)^{-\alpha} \). Summing up (11.41) over \( i \), we obtain

\[
\sum_{i=0}^{n} \theta^i f(t_i) \leq I \sum_{i=0}^{n} (\theta \sigma^{-\alpha})^i + B(R) \sum_{i=0}^{n} \theta^i + \theta^{n+1} f(t_{n+1}). \tag{11.42}
\]

Hence, after subtracting \( \sum_{i=1}^{n} \theta^i f(t_i) \) from (11.42), we see that

\[
f(r) \leq I \sum_{i=0}^{n} (\theta \sigma^{-\alpha})^i + B(R) \sum_{i=0}^{n} \theta^i + \theta^{n+1} f(t_{n+1}). \tag{11.43}
\]

Now we select \( \sigma \in (0, 1) \) so that \( \theta \sigma^{-\alpha} < 1 \). Then, after letting \( n \to \infty \) in (11.43), since \( f(t_{n+1}) \) stays bounded, we get that

\[
f(r) \leq I \cdot \frac{1}{1 - \theta \sigma^{-\alpha}} + \frac{1}{1 - \theta} B(R). \tag{11.44}
\]

If now \( C := \max \left\{ \frac{1}{1 - \theta \sigma^{-\alpha}}, \frac{1}{1 - \theta} \right\} \), we have that
\[ f(r) \leq C(I + B(R)) = C[A(R)(1 - \sigma)(R - r)^{-\alpha} + B(R)] \]
\[ \leq C[A(R)(R - r)^{-\alpha} + B(R)]. \]

### 11.4 Korn’s inequality

The goal of this section is to prove Lemma 6.3. For a Lipschitz domain \( D \) in \( \mathbb{R}^n \) and \( 1 < p < \infty \), we set \( L^p_1(D) \) to be the \( L^p \)-based Sobolev space of order one in \( D \), let \( L^p_{1,0}(D) \) denote the closure of \( C_0^\infty(D) \) in \( L^p_1(D) \), and let \( L^p_{-1}(D) \) be the dual of \( L^{p'}_{1,0}(D) \), where \( 1/p + 1/p' = 1 \).

We start with a result of independent interest.

**Lemma 11.7** Let \( D \subset \mathbb{R}^n, n \geq 2 \), be a bounded Lipschitz domain and suppose that \( 1 < p < \infty \). Then there exists a finite constant \( C > 0 \) depending only on \( n, p \), the diameter of \( D \), and the Lipschitz character of \( D \) such that every distribution \( u \in L^p_{-1}(D) \) with \( \nabla u \in L^p_{-1}(D) \) has the property that

\[ \|u\|_{L^p(D)} \leq C\|\nabla u\|_{L^p_{-1}(D)} + C\|u\|_{L^p_{-1}(D)}. \tag{11.45} \]

**Proof.** The problem is local in character, and hence, there is no loss of generality assuming that \( D \subset B(0, 1) \) is a Lipschitz domain which is starlike with respect to some ball \( B \subset D \), of radius comparable to the diameter of \( D \) via constants which, in turn, depend only on the diameter and the Lipschitz character of \( D \). Assuming that this is the case, fix a function \( \theta \in C_0^\infty(B) \) with \( \int \theta = 1 \). In this context, Bogovskiı has constructed a linear operator \( J \) with the following properties. First, for each \( 1 < q < \infty \),

\[ J : L^q(D) \to L^q_{1,0}(D) \tag{11.46} \]

is bounded, and if \( R := \text{diam}(D) \), then

\[ \text{the operator norm of } J \text{ in } (11.46) \text{ is } \leq C(\partial D, q, R). \tag{11.47} \]

Second,

\[ J\varphi \in C_0^\infty(D) \text{ whenever } \varphi \in C_0^\infty(D), \tag{11.48} \]

and third,

\[ \text{div } J\varphi = \varphi - \theta \left( \int \varphi(x) \, dx \right) \text{ for any } \varphi \in C_0^\infty(D). \tag{11.49} \]

Then, for any \( \varphi \in C_0^\infty(D) \), we may write

\[ |\langle u, \varphi \rangle| \leq |\langle u, \text{div } J\varphi \rangle| + |\langle u, \theta \rangle| |\varphi, 1| \leq |\langle \nabla u, J\varphi \rangle| + |\langle u, \theta \rangle| \|\varphi\|_{L^{p'}(D)} \leq \|\nabla u\|_{L^{p'}_{-1}(D)} \|J\varphi\|_{L^{p'}_{1,0}(D)} + |\langle u, \theta \rangle| \|\varphi\|_{L^{p'}(D)} \leq C(\|\nabla u\|_{L^{p'}_{-1}(D)} + |\langle u, \theta \rangle|) \|\varphi\|_{L^{p'}(D)}. \tag{11.50} \]
Since $C^\infty_c(D)$ is dense in $L^p(D)$, we see that $u \in \left(L^p(D)\right)^* = L^p(D)$. Finally, since $|\langle u, \theta \rangle| \leq \|u\|_{L^p(D)} \|\theta\|_{L^{p'}(D)} \leq C(\theta) \|u\|_{L^p(D)}$, we also see that (11.45) holds. 

Next, the goal is to prove the following Korn type estimate.

**Proposition 11.8** Let $D$ be a Lipschitz domain of diameter $R$ and assume that $1 < p < \infty$. Then there exists a finite constant $C > 0$ which depends only on $p$ and the Lipschitz character of $D$ such that

$$
\|\bar{u}\|_{L^p(D)} \leq C \left\{ \|\nabla \bar{u} + \nabla \bar{u}^\top\|_{L^p(D)} + CR^{-1}\|\bar{u}\|_{L^p(D)} \right\},
$$

(11.51)

uniformly for $\bar{u} \in L^p(D)$.

**Proof.** Given how the estimate (11.45) dilates with respect to $R$, matters can be readily reduced to the case when $R = 1$. Next, for each $j, k \in \{1, ..., n\}$, we set

$$
\varepsilon_{jk}(\bar{u}) := \frac{1}{2}(\partial_j u_k + \partial_k u_j).
$$

(11.52)

so that $(\nabla \bar{u} + \nabla \bar{u}^\top)_{jk} = 2\varepsilon_{jk}(\bar{u})$. A direct calculation then shows that

$$
\partial_i \partial_j u_k = \partial_i \varepsilon_{jk}(\bar{u}) + \partial_j \varepsilon_{ik}(\bar{u}) - \partial_k \varepsilon_{ij}(\bar{u}), \quad \forall i, j, k.
$$

(11.53)

In particular, by Lemma 11.7 and the fact that $\nabla : L^p(D) \to L^p_{-1}(D)$ is bounded,

$$
\sum_{j,k} \|\partial_j u_k\|_{L^p(D)} \leq C \sum_{j,k} \sum_i \|\partial_i \partial_j u_k\|_{L^p_{-1}(D)} + C \sum_{j,k} \|\partial_j u_k\|_{L^p_{-1}(D)}
$$

$$
\leq C \sum_{i,j,k} \|\partial_i \varepsilon_{jk}(\bar{u})\|_{L^p_{-1}(D)} + C \sum_{k} \|u_k\|_{L^p(D)}
$$

$$
\leq C \sum_{j,k} \|\varepsilon_{jk}(\bar{u})\|_{L^p(D)} + C\|\bar{u}\|_{L^p(D)}
$$

$$
\leq C\|\nabla \bar{u} + \nabla \bar{u}^\top\|_{L^p(D)} + C\|\bar{u}\|_{L^p(D)}.
$$

(11.54)

Now (11.51) readily follows from this. 

\square

### 11.5 Hardy’s estimate

Let $L$ be a homogeneous, constant coefficient, elliptic operator. The aim of this section is to present a result which can, in essence, be attributed to Hardy.

**Lemma 11.9 [Hardy’s estimate]**

Let $\Omega \subset \mathbb{R}^n$, $n \geq 3$, be the domain lying above the graph of a Lipschitz function $\varphi : \mathbb{R}^{n-1} \to \mathbb{R}$. Assume $w$ is a null-solution of $L$ in $\Omega$ and that $M(\nabla w) \in L^p(\partial \Omega)$ for some $p < n - 1$. Then there exist constants $c = c(w) \in \mathbb{R}$ and $C = C(\partial \Omega) > 0$ such that

$$
\|M(w - c)\|_{L^{p^*}(\partial \Omega)} \leq C\|M(\nabla w)\|_{L^p(\partial \Omega)} \quad \text{where} \quad \frac{1}{p^*} = \frac{1}{p} - \frac{1}{n - 1}.
$$

(11.55)
Prior to presenting the proof of this proposition we isolate one technical aspect.

**Lemma 11.10** Assume that \( \Omega \) is a graph Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and that \( u \in C^1(\Omega) \), \( C > 0 \) and \( \alpha > 1 \) are such that

\[
|\nabla u(x)| \leq C \operatorname{dist}(x, \partial \Omega)^{-\alpha}, \quad \forall x \in \Omega.
\]

(11.56)

Then for each \( x \in \Omega \), the limit

\[
c := \lim_{t \to \infty} u(x + te_n)
\]

(11.57)

exists, is independent of \( x \), and, moreover

\[
|u(x) - c| \leq C \operatorname{dist}(x, \partial \Omega)^{1-\alpha}, \quad \forall x \in \Omega.
\]

(11.58)

**Proof.** For every \( x \in \Omega \) and \( t \geq 0 \) set

\[
c(x, t) := u(x + te_n) + \int_t^\infty (\partial_n u)(x + se_n) \, ds.
\]

(11.59)

By (11.56), the integral in (11.59) is absolutely convergent, and, obviously, the expression in the right hand-side is independent of \( t \geq 0 \). We may thus abbreviate \( c(x) := c(x, t) \). Hence, the limit

\[
\lim_{t \to \infty} u(x + te_n) = \lim_{t \to \infty} c(x) = c(x) \quad \text{exists for every} \quad x \in \Omega.
\]

(11.60)

To prove that this limit is actually independent of \( x \), observe that if \( x, y \in \Omega \) are arbitrary, fixed, and \( t \geq 0 \) is sufficiently large, then every \( z \in [x + te_n, y + te_n] \) belongs to \( \Omega \) and \( \operatorname{dist}(z, \partial \Omega) \geq Ct \). Therefore, by (11.56) and the Mean Value Theorem,

\[
|u(x + te_n) - u(y + te_n)| \leq C(\partial \Omega, x, y, u) \, t^{-\alpha} \to 0 \quad \text{as} \quad t \to \infty,
\]

(11.61)

which shows that \( c(x) = c(y) \), for every \( x, y \in \Omega \). If we now let \( c \in \mathbb{R} \) be \( c(x) \), \( x \in \Omega \), then

\[
|u(x) - c| \leq \int_0^\infty |(\partial_n u)(x + se_n)| \, ds 
\]

\[
\leq C \int_0^\infty \left[ \operatorname{dist}(x, \partial \Omega) + s \right]^{-\alpha} \, ds = C \operatorname{dist}(x, \partial \Omega)^{1-\alpha},
\]

(11.62)

proving (11.58). \( \square \)

In applications, we typically start with a null-solution \( u \) of an elliptic operator in \( \Omega \) which satisfies \( M(\nabla u) \in L^p(\partial \Omega) \) for some \( 0 < p < n - 1 \). Fix \( x \in \Omega \) and set \( R := \operatorname{dist}(x, \partial \Omega) \). Then by interior estimates and (11.64) below,
\[ |\nabla u(x)| \leq C \left( \int_{B(x,R/2)} |\nabla u|^p \right)^{1/p} \leq CR^{-\frac{n-1}{p}} \|M(\nabla u)\|_{L^p(\partial \Omega)}. \] (11.63)

Note that \(0 < p < n-1\) implies \(\alpha := (n-1)/p > 1\), so the previous discussion about the decay of \(u\) applies.

**Lemma 11.11** For every Lipschitz domain \(\Omega\) (bounded, or of graph type) in \(\mathbb{R}^n\), \(n \geq 2\), there exists a finite constant \(C = C(\Omega) > 0\) with the following property. For every measurable set \(E \subset \Omega\) and every measurable function \(u : \Omega \to \mathbb{R}\), one has

\[ \int_E |u(x)| \, dx \leq C [\text{dist} (E, \partial \Omega) + \text{diam} (E)] \int_{\mathcal{U}(E)} M(u) \, d\sigma, \] (11.64)

where

\[ \mathcal{U}(E) := \{ x \in \partial \Omega : \Gamma^+_{\kappa}(x) \cap E \neq \emptyset \}. \] (11.65)

**Proof.** For every \(\delta > 0\), set \(\mathcal{O}_\delta := \{ x \in \Omega : \text{dist} (x, \partial \Omega) < \delta \}\). As shown in [41], for a class of domains containing those which are Lipschitz, there exists \(C = C(\Omega) > 0\) such that, for every measurable function \(v : \Omega \to \mathbb{R}\),

\[ \int_{\mathcal{O}_\delta} |v(x)| \, dx \leq C \delta \int_{\partial \Omega} M(v) \, d\sigma, \] (11.66)

uniformly in \(\delta > 0\). Let us specialize this to the case when \(\delta := \text{dist} (E, \partial \Omega) + \text{diam} (E)\) and \(v := u \chi_E\). Since, in this scenario, \(E \subset \mathcal{O}_\delta\), we may write

\[ \int_E |u(x)| \, dx = \int_{\mathcal{O}_\delta} |(u \chi_E)(x)| \, dx \leq C \delta \int_{\partial \Omega} M(u \chi_E) \, d\sigma \leq C \delta \int_{\mathcal{U}(E)} M(u) \, d\sigma, \] (11.67)

as desired. \(\square\)

We are now ready to discuss the

**Proof of Lemma 11.9.** The argument below is due to Russell Brown [9] and we are most grateful to him for allowing us to include it here. According to [27], for any \(\alpha > 0\), we have interior estimates of the form

\[ |w(x)|^\alpha \leq C \int_{B(x,\delta(x)/2)} |w|^\alpha, \] (11.68)

where \(\delta(x) := \text{dist} (x, \partial \Omega)\). Let \(x = (x', x_n)\) and \(\bar{x} = (x', \varphi(x'))\). Then since by Lemma 11.11

\[ \int_{B(x,R)} |w|^\alpha \, dx \leq C \int_{S_{\bar{x}R}(\bar{x})} |M(w)|^\alpha \, d\sigma, \quad \text{if } R \approx \delta(x), \] (11.69)

we have that
\[ |w(x)| \leq C \left( \int_{S_c \delta(x)} |M(w)|^\alpha \, d\sigma \right)^{\frac{1}{\alpha}}, \]  
(11.70)

hence, further,

\[ |w(x)| \leq C \delta(x)^{-\frac{n-1}{\alpha}} \|M(w)\|_{L^\alpha(\partial\Omega)}. \]  
(11.71)

Now since the components of \( \nabla w \) are also null-solutions of \( L \) in \( \Omega \), we can conclude that

\[ |\nabla w(x)| \leq C \delta(x)^{-\frac{n-1}{p}} \|M(\nabla w)\|_{L^p(\partial\Omega)}. \]  
(11.72)

In particular, by Lemma 11.10, we can choose \( c \in \mathbb{R} \) such that \( u := w - c \) vanishes at infinity (in the quantitative sense described there). Fix \( x \in \partial\Omega \) and let \( y := (y', y_n) \in \Gamma(x) \). Then

\[ |u(y)| = \left| \int_{y_n}^{\infty} \partial_n u(y', t) \, dt \right| \leq \int_{y_n}^{\infty} |\nabla u(y', t)| \, dt = \int_{y_n}^{\infty} |\nabla w(y', t)| \, dt. \]  
(11.73)

Choose \( \alpha \) so that \( \frac{p}{n-1} < \alpha < \min\{1, p\} \). Now applying (11.70) with \( \nabla w \) in place of \( w \) gives

\[ |u(y)| \leq C \int_{y_n}^{\infty} \left( \int_{S_c \Gamma(x)} |M(\nabla w)|^\alpha \, d\sigma \right)^{\frac{1}{\alpha}} \, dt. \]  
(11.74)

Let \( \mathcal{M} \) denote the Hardy-Littlewood maximal function on \( \partial\Omega \). Then by definition,

\[ \int_{S_c \Gamma(x)} |M(\nabla w)|^\alpha \, d\sigma \leq \mathcal{M}(M(\nabla w)^\alpha)(x), \]  
(11.75)

and so from (11.74),

\[ |u(y)| \leq C \mathcal{M}(M(\nabla w)^\alpha)^{\frac{1}{\alpha}-1}(x) \int_{y_n}^{\infty} \int_{S_c \Gamma(x)} \frac{1}{t^{n-1}} M(\nabla w)^\alpha(z) \, d\sigma(z) \, dt. \]  
(11.76)

Notice that if \( z \in S_c \Gamma(x) \), then \( |x - z| < ct \). So by switching the order of integration, we get

\[ |u(y)| \leq C \mathcal{M}(M(\nabla w)^\alpha)^{\frac{1}{\alpha}-1}(x) \int_{\partial\Omega} \left( \int_{|x-z|}^{\infty} \frac{1}{t^{n-1}} \, dt \right) \, d\sigma(z) \]

\[ \leq C \mathcal{M}(M(\nabla w)^\alpha)^{\frac{1}{\alpha}-1}(x) \int_{\partial\Omega} \frac{M(\nabla w)^\alpha(z)}{|x-z|^{n-2}} \, d\sigma(z) \]

\[ \leq C \mathcal{M}(M(\nabla w)^\alpha)^{\frac{1}{\alpha}-1}(x) I_\theta(M(\nabla w)^\alpha)(x), \]  
(11.77)

where, for \( 0 < \theta < n - 1 \), \( I_\theta \) denotes the fractional integration operator given by

\[ I_\theta h(x) := \int_{\partial\Omega} \frac{h(z)}{|x-z|^{n-1-\theta}} \, d\sigma(z), \quad x \in \partial\Omega. \]  
(11.78)
Taking the supremum over all \( y \in \Gamma(x) \) in (11.77), we have

\[
M(u)(x) \leq C \mathcal{M}(M(\nabla w)^\alpha)^{\frac{1}{n-1}}(x) I_1(M(\nabla w)^\alpha)(x),
\]

and so

\[
\int_{\partial \Omega} M(u)^p \, d\sigma \leq C \int_{\partial \Omega} (\mathcal{M}(M(\nabla w)^\alpha))^{p^*} (\frac{1}{p^*} - 1) (I_1(M(\nabla w)^\alpha))^{p^*} \, d\sigma.
\]  

Choose \( r > 1 \) so that

\[
(1 - \alpha)r = 1 - \frac{p}{n - 1} = \frac{p}{p^*}.
\]

Then by Hölder’s inequality,

\[
\int_{\partial \Omega} M(u)^p \, d\sigma \leq C \left( \int_{\partial \Omega} (\mathcal{M}(M(\nabla w)^\alpha))^{p^*} (\frac{1}{p^*} - 1) \, d\sigma \right)^{\frac{1}{q^*}} \left( \int_{\partial \Omega} (I_1(M(\nabla w)^\alpha))^{p^* r} \, d\sigma \right)^{\frac{1}{p^* r}}.
\]

Let \( q := \frac{p}{\alpha} \), so that \( 1 < q < n - 1 \), and pick \( q^* \) such that \( \frac{1}{q^*} = \frac{1}{q} - \frac{1}{n - 1} \). Then from our choice of \( r \) in (11.81), we have the following:

(a) \( p^* \left( \frac{1 - \alpha}{\alpha} \right) r = \frac{p^*}{\alpha} \cdot \frac{p}{p^*} = \frac{p}{\alpha} = q \),

(b) \( \frac{1}{p^* r^*} = \frac{1}{p^*} \left( 1 - \frac{1}{r} \right) = \frac{1}{p^*} - \frac{1}{p} r = \frac{1}{p} - \frac{1}{n - 1} - \frac{1 - \alpha}{p} = \frac{\alpha}{p} - \frac{1}{n - 1} = \frac{1}{q^*} \),

(c) \( \frac{1}{r} + \frac{q^*}{q r^*} = \frac{p^* (1 - \alpha)}{p} + \frac{p^* r^*}{q r^*} = \frac{p^* (1 - \alpha)}{p} + \frac{p^*}{q} = \frac{p^* (1 - \alpha)}{p} + \frac{\alpha p^*}{p} = \frac{p^*}{p} \).

Applying the identities to (11.80) gives

\[
\int_{\partial \Omega} M(u)^p \, d\sigma \leq C \left( \int_{\partial \Omega} (\mathcal{M}(M(\nabla w)^\alpha))^q \, d\sigma \right)^{\frac{1}{q^*}} \left( \int_{\partial \Omega} (I_1(M(\nabla w)^\alpha))^q \, d\sigma \right)^{\frac{1}{p^*}}.
\]

It is well known that for \( 1 < q < n - 1 \), \( \mathcal{M} \) is a bounded operator from \( L^q(\partial \Omega) \) to \( L^q(\partial \Omega) \), and \( I_1 \) is bounded from \( L^q(\partial \Omega) \) to \( L^q(\partial \Omega) \). Then since \( M(\nabla w)^\alpha \in L^q(\partial \Omega) \), it follows that

\[
\int_{\partial \Omega} M(u)^p \, d\sigma \leq C \left( \int_{\partial \Omega} (\mathcal{M}(M(\nabla w)^\alpha))^q \, d\sigma \right)^{\frac{1}{q^*}} \left( \int_{\partial \Omega} (M(\nabla w)^p)^q \, d\sigma \right)^{\frac{1}{p^*}} = C \left( \int_{\partial \Omega} M(u)^p \, d\sigma \right)^{\frac{n}{p^*}},
\]

\[197\]
and so finally we can conclude

\[ \|M(u)\|_{L^p(\partial \Omega)} \leq C \|M(\nabla w)\|_{L^p(\partial \Omega)}, \quad (11.86) \]

finishing the proof of the lemma. \(\square\)

### 11.6 Traces in Hardy spaces

Here we record some useful trace theorems in Hardy spaces for functions in Lipschitz domains, which have been recently proved in [44]. The first such result reads as follows.

**Theorem 11.12** Let \( \Omega \) be a graph Lipschitz domain in \( \mathbb{R}^n, n \geq 2 \), with outward unit normal \( \nu \), and fix \( 0 < p, q < \infty, \frac{n-1}{n} < r \leq 1 \) such that \( \frac{1}{p} + \frac{1}{q} = \frac{1}{r} \). (11.87)

Consider also \( D : C^1(\Omega, \mathbb{C}^N) \to C^0(\Omega, \mathbb{C}^M) \) a homogeneous, first-order differential operator with constant, complex coefficients (i.e., as in (3.1) for \( m = 1 \)), and denote by \( D^* \) its (formal) adjoint and by \( \sigma(D; \xi) \in \mathbb{C}^{M \times N}, \xi \in \mathbb{R}^n \), its symbol (cf. (3.5)).

Assume that \( F \in C^1(\Omega, \mathbb{C}^N) \) and \( G \in C^1(\Omega, \mathbb{C}^M) \) are two functions which satisfy

\[ DF = 0 \quad \text{and} \quad D^*G = 0 \quad \text{in} \quad \Omega, \quad (11.88) \]

\[ M(F) \in L^p(\partial \Omega), \quad M(G) \in L^q(\partial \Omega), \quad (11.89) \]

and which are null-solutions of certain strongly elliptic, self-adjoint, second-order, homogeneous, (real) constant coefficient, differential operators. Let \( \langle \cdot, \cdot \rangle \) denote the canonical inner product in \( \mathbb{C}^M \), and for every \( \epsilon > 0 \), define

\[ F_\epsilon(x) := F(x + \epsilon e_n), \quad G_\epsilon(x) := G(x + \epsilon e_n), \quad x \in \Omega, \quad (11.90) \]

where \( e_n = (0, ..., 0, 1) \in \mathbb{R}^n \).

Then \( \langle \sigma(D; \nu)F_\epsilon, G_\epsilon \rangle \in H^s_{at}(\partial \Omega) \) for each \( \epsilon > 0 \), the limit

\[ \langle \sigma(D; \nu)F, G \rangle := \lim_{\epsilon \to 0^+} \langle \sigma(D; \nu)F_\epsilon, G_\epsilon \rangle \quad (11.91) \]

exists in \( H^s_{at}(\partial \Omega) \), and there exists a finite constant \( C = C(\partial \Omega, n, p, q) > 0 \) such that

\[ \| \langle \sigma(D; \nu)F, G \rangle \|_{H^s_{at}(\partial \Omega)} \leq C \| M(F) \|_{L^p(\partial \Omega)} \| M(G) \|_{L^q(\partial \Omega)}. \quad (11.92) \]

Furthermore, when \( r = 1 \), one can define the trace \( \langle \sigma(D; \nu)F, G \rangle \in H^1_{at}(\partial \Omega) \subset L^1(\partial \Omega) \) in a non-tangential pointwise sense, as

\[ \langle \sigma(D; \nu(x))F(x), G(x) \rangle = \lim_{y \to x} \langle \sigma(D; \nu(x))F(y), G(y) \rangle, \quad \text{at a.e. } x \in \partial \Omega. \quad (11.93) \]

Finally, in the case when \( G \) (\( F \), respectively) is a constant function, one can allow the index \( q \) (\( p \), respectively) in (11.87) to take the value \( \infty \) as well.
A suitable version of the above theorem holds for bounded Lipschitz domains, in which scenario it is natural to employ the local Hardy spaces $h_{at}^r(\partial \Omega)$, introduced in § 2.3. Concretely, we have the following.

**Theorem 11.13** Let $\Omega$ be a bounded Lipschitz domain in $\mathbb{R}^n$, $n \geq 2$, and fix $0 < p, q < \infty$ and $\frac{n-1}{n} < r \leq 1$ such that $1/p + 1/q = 1/r$. Consider also a homogeneous, first-order differential operator $D$ with constant coefficients and two functions $F \in C^1(\Omega, \mathbb{C}^N)$, $G \in C^1(\Omega, \mathbb{C}^M)$, which are null-solutions of certain strongly elliptic, self-adjoint, second-order, homogeneous, (real) constant coefficient, differential operators in $\Omega$, and such that

\begin{equation}
DF = 0 \quad \text{and} \quad D^*G = 0 \quad \text{in} \quad \Omega,
\end{equation}

\begin{equation}
M(F) \in L^p(\partial \Omega), \quad M(G) \in L^q(\partial \Omega).
\end{equation}

Then there exists a finite constant $C = C(\partial \Omega, n, p, q) > 0$ and a function in $h_{at}^r(\partial \Omega)$, denoted by $\langle \sigma(D; \nu)F, G \rangle$, for which

\begin{equation}
\|\langle \sigma(D; \nu)F, G \rangle\|_{h_{at}^r(\partial \Omega)} \leq C \|M(F)\|_{L^p(\partial \Omega)} \|M(G)\|_{L^q(\partial \Omega)}
\end{equation}

and such that the following holds. Let $Z$ be a coordinate cylinder for $\partial \Omega$, with axis in the direction of a unit vector (pointing into $\Omega$) denoted by $e_n$, and pick a function $\zeta \in C_0^\infty(\mathbb{R}^n)$ with $\text{supp} \zeta \subset Z$. Then

\begin{equation}
\lim_{\varepsilon \to 0^+} \int_{Z \cap \partial \Omega} \langle \sigma(D; \nu(x))F(x + \varepsilon e_n), G(x + \varepsilon e_n) \rangle \zeta(x) \, d\sigma(x)
= \int_{\partial \Omega} \langle \sigma(D; \nu)F, G \rangle \zeta \, d\sigma,
\end{equation}

where the last integral above stands for the paring between $h_{at}^r(\partial \Omega)$ and $\text{Lip}(\partial \Omega)$.

Finally, in the case when $G$ (resp. $F$, respectively) is a constant function, one can allow the index $q$ (resp. $p$, respectively) to take the value $\infty$.

The case when $F$ is the gradient of a harmonic function $u$ with $M(\nabla u) \in L^p(\partial \Omega)$, $G \equiv 1$, and $D = \text{div}$ has been proved by B. Dahlberg and C. Kenig in [20], based on duality and a refinement of an extension theorem due to N. Varopoulos [93]. The approach in [44] is more akin to the work of M. Wilson [96]. In applications to the Stokes system in Lipschitz domains, the following particular case of Theorem 11.12, Theorem 11.13 is going to be of particular importance.

**Corollary 11.14** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a graph Lipschitz domain, with outward unit normal $\nu$, and assume that $\frac{n-1}{n} < r \leq 1$. Then there exists a finite constant $C = C(\partial \Omega, r) > 0$ such that for any divergence-free vector field $\vec{F} : \Omega \to \mathbb{R}^n$ with biharmonic components for which $M(\vec{F}) \in L^p(\partial \Omega)$ there holds

\begin{equation}
\langle \nu, \vec{F} \rangle \in H_{at}^r(\partial \Omega) \quad \text{and} \quad \|\langle \nu, \vec{F} \rangle\|_{H_{at}^r(\partial \Omega)} \leq C \|M(\vec{F})\|_{L^p(\partial \Omega)}.
\end{equation}
Above, \( \langle \nu, \vec{F} \rangle \) on \( \partial \Omega \) is considered in the sense of Theorem 11.12. Furthermore, a similar result is valid in the case of a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), in which case (11.99) reads

\[
\langle \nu, \vec{F} \rangle \in h^r_{\alpha}(\partial \Omega) \quad \text{and} \quad \| \langle \nu, \vec{F} \rangle \|_{h^r_{\alpha}(\partial \Omega)} \leq C \| M(\vec{F}) \|_{L^p(\partial \Omega)},
\]

(11.100)

with \( \langle \nu, \vec{F} \rangle \) on \( \partial \Omega \) defined in the sense of Theorem 11.13.

**Proof.** Consider \( \vec{F} \) as above, \( G \equiv 1, q = \infty, p = r \) and \( D := \text{div} \) (so that \( D^* = -\nabla \)). In particular, \( D \vec{F} = 0, D^* G = 0, M(\vec{F}) \in L^p(\partial \Omega), M(G) \in L^\infty(\partial \Omega) \) and \( \langle \sigma(D; \nu) \vec{F}, G \rangle = i \langle \nu, \vec{F} \rangle \). Then (11.99), (11.100) follow directly from Theorem 11.12 and Theorem 11.13, respectively. \( \square \)

### 11.7 Spaces of null-solutions of elliptic operators

Let \( L = \sum_{|\gamma|=m} a_{\gamma} \partial^\gamma \) be a constant coefficient, elliptic differential operator of order \( m \in 2\mathbb{N} \) in \( \mathbb{R}^n \). For a fixed, bounded Lipschitz domain \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), denote by \( \text{Ker} \ L \) the space of functions satisfying \( Lu = 0 \) in \( \Omega \). Then, for \( 0 < p \leq \infty \) and \( \alpha \in \mathbb{R} \), introduce \( H^p_{\alpha}(\Omega; L) \) the space of functions \( u \in \text{Ker} \ L \) subject to the condition

\[
\| u \|_{H^p_{\alpha}(\Omega; L)} := \| \delta^{(\alpha)} - \alpha \| \nabla^{(\alpha)} u \|_{L^p(\Omega)} + \sum_{j=0}^{(\alpha)-1} \| \nabla^j u \|_{L^p(\Omega)} < +\infty.
\]

(11.101)

Above, \( \nabla^j \) stands for vector of all mixed-order partial derivatives of order \( j \) and \( \langle \alpha \rangle \) is the smallest nonnegative integer greater than or equal to \( \alpha \), i.e.,

\[
\langle \alpha \rangle := \begin{cases} 
\alpha, & \text{if } \alpha \text{ is a nonnegative integer}, \\
[\alpha] + 1, & \text{if } \alpha > 0, \alpha \notin \mathbb{N}, \\
0, & \text{if } \alpha < 0,
\end{cases}
\]

(11.102)

where \( [\cdot] \) is the integer-part function. Parenthetically, let us point out that an equivalent quasi-norm on \( H^p_{\alpha}(\Omega; L) \) is given by

\[
\| \delta^{(\alpha)} - \alpha \| \nabla^{(\alpha)} u \|_{L^p(\Omega)} + \sup_{x \in \mathcal{O}} |u(x)|,
\]

(11.103)

where \( \mathcal{O} \) denotes some fixed compact subset of \( \Omega \). The following result has essentially been established in [64]; see also [50], [70]. It extends results from [46], where the authors have dealt with the case \( 1 < p, q < \infty, s > 0, L = \Delta \), and [1] where the case \( 1 < p, q < \infty, s > 0, L = \Delta^2 \) is treated.

**Theorem 11.15** Assume that \( L \) is a homogeneous, constant coefficient, elliptic differential operator and that \( \Omega \subset \mathbb{R}^n \), \( n \geq 2 \), is a bounded Lipschitz domain. Then

\[
H^p_{\alpha}(\Omega; L) = F^p_{\alpha}(\Omega) \cap \text{Ker} \ L
\]

(11.104)

for every \( \alpha \in \mathbb{R} \), \( 0 < p < \infty \), and \( 0 < q < \infty \). In particular, for each fixed \( \alpha \in \mathbb{R} \) and \( 0 < p < \infty \), the space \( F^p_{\alpha}(\Omega) \cap \text{Ker} \ L \) is independent of \( q \in (0, \infty) \).

Furthermore, corresponding to \( p = \infty \), there holds

\[
H^\infty_{k+s}(\Omega; L) = B^\infty_{k+s}(\Omega) \cap \text{Ker} \ L
\]

(11.105)

for each \( k \in \mathbb{N}_0 \) and \( s \in (0, 1) \).
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Our next result is as follows.

**Theorem 11.16** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and assume that \( L \) is a homogeneous, constant (real) coefficient, symmetric, strongly elliptic differential operator of order \( 2m, m \in \mathbb{N} \). Then if \( u \in F_{m-1+1/p}(\Omega) \) for some \( \frac{n-1}{n} < p \leq 2 \), \( 0 < q < \infty \), and \( Lu = 0 \) in \( \Omega \), it follows that \( M(\nabla^{m-1} u) \in L^p(\partial \Omega) \) and a natural estimate holds.

In the proof of this theorem, the following result from [64] is going to be useful.

**Lemma 11.17** Assume that \( \Omega \) is a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and that \( L \) is as above. Also, fix \( k \in \mathbb{N}_0 \), \( 0 < p < \infty \), and \( s \in \mathbb{R} \) with \( sp > -1 \). Then there exists a relatively compact subset \( \mathcal{O} \) of \( \Omega \) and \( C > 0 \) such that

\[
\left( \int_\Omega (\delta(x)^s |u(x)|^p \, dx) \right)^{1/p} \leq C \left[ \left( \int_\Omega (\delta(x)^{s+k} |\nabla^k u(x)|^p \, dx) \right)^{1/p} + \sup_{x \in \mathcal{O}} |u(x)| \right],
\]

uniformly for \( u \in \text{Ker} L \).

We now present the

**Proof of Theorem 11.16.** Recall the area function

\[ A(u)(x) := \left( \int_{\Gamma(x)} \delta(y)^{2-n} |\nabla u(y)|^2 \, dy \right)^{1/2}, \quad x \in \partial \Omega. \]

(11.107)

As proved by Dahlberg-Kenig-Pipher-Verchota in [22], for every \( 0 < p < \infty \), there exists \( C > 0 \) such that

\[
\|M(\nabla^{m-1} u)\|_{L^p(\partial \Omega)} \leq C\|A(\nabla^{m-1} u)\|_{L^p(\partial \Omega)} + C \sum_{j=0}^{m-1} \|\nabla^j u\|_{L^1(\Omega)}.
\]

(11.108)

If \( \{Q_j\}_j \) is a Whitney decomposition of \( \Omega \) into Euclidean cubes \( Q_j \) of side-length \( l(Q_j) \), we may then estimate

\[
\int_{\partial \Omega} \left( A(\nabla^{m-1} u)(x) \right)^p \, d\sigma_x = \int_{\partial \Omega} \left( \int_{\Gamma(x)} \delta(y)^{2-n} |\nabla^m u(y)|^2 \chi_{\{y \in \Gamma(x)\}} \, dy \right)^{\frac{p}{2}} \, d\sigma_x
\]

(11.109)

\[
= \int_{\partial \Omega} \left( \sum_{j} \int_{\partial Q_j} \delta(y)^{2-n} |\nabla^m u(y)|^2 \chi_{\{y \in \Gamma(x)\}} \, dy \right)^{\frac{p}{2}} \, d\sigma_x =: I.
\]

If \( y \in Q_j \) and \( x \in \partial \Omega \) such that \( y \in \Gamma(x) \), then \( x \in \Delta_j \), where \( \Delta_j \) is the “cone shadow” of \( Q_j \) on \( \partial \Omega \), i.e., \( \Delta_j := \{ x \in \partial \Omega : \Gamma(x) \cap Q_j \neq \emptyset \} \). In particular, \( \sigma(\Delta_j) \approx l(Q_j)^{n-1} \), uniformly in \( j \).

Assume that \( 0 < p \leq 2 \). Then

\[
I \leq \int_{\partial \Omega} \sum_{j} \left( \int_{Q_j} \delta(y)^{2-n} |\nabla^m u(y)|^2 \chi_{\{y \in \Gamma(x)\}} \, dy \right)^{\frac{p}{2}} \, d\sigma_x
\]

\[
\leq \sum_{j} \int_{\Delta_j} \left[ l(Q_j) \left( \int_{Q_j} |\nabla^m u(y)|^2 \, dy \right)^{\frac{p}{2}} \right]^p \, d\sigma
\]
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\[ \leq C \sum_j I(Q_j)^{n-1+p} \int_{Q_j} |\nabla^m u|^p \leq C \int_{\Omega} [\delta^{1-\frac{1}{p}} |\nabla^m u|^p \]

\[ \leq C \| u \|_{H^{n-1+1/p}(\Omega; L)} \leq C \| u \|_{F^{p,q}_{m-1+1/p}(\Omega)}, \quad (11.110) \]

provided \( \frac{1}{p} > n(\frac{1}{p} - 1) \) (or, equivalently, \( p > \frac{n-1}{n} \)). For the second inequality in (11.110), we have used the fact that the function \( \nabla^m u \in \text{Ker} L \) satisfies the reverse Hölder inequality

\[ \left( \int_{Q_j} |\nabla^m u|^2 \right)^{\frac{1}{2}} \leq C \left( \int_{Q_j^*} |\nabla^m u|^p \right)^{\frac{1}{p}}, \quad (11.111) \]

where \( Q_j^* \) is concentric double of \( Q_j \). Let us also point out that the next-to-last estimate in (11.110) follows straight from definitions when \( 1 \leq p \leq 2 \) and is a consequence of Lemma 11.17 when \( \frac{n-1}{n} < p < 1 \). Finally, the last estimate in (11.110) is implied by Theorem 11.15.

The above argument shows that

\[ \| A(\nabla^m - 1 u) \|_{L^p(\partial \Omega)} \leq C \| u \|_{F^{p,q}_{m-1+1/p}(\Omega)}. \]

Since we also have \( F^{p,q}_{1/p}(\Omega) \hookrightarrow L^{np/(n-1)}(\Omega) \), the desired conclusion now follows from (11.108).

11.8 Singular integral operators on Sobolev-Besov spaces

We start with a result describing mapping properties on Besov spaces of integral operator modeled upon the hydrostatic double layer.

**Theorem 11.18** Let \( \Omega \) be a (bounded or graph) Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \). Consider the integral operator

\[ Tf(x) = \int_{\partial \Omega} k(x, y) f(y) d\sigma_y, \quad x \in \Omega, \quad (11.112) \]

satisfying the following conditions:

\[ (1) \quad T1 = \text{const}, \quad (11.113) \]

\[ (2) \quad |\nabla^k_x k(x, y)| \leq C|x - y|^{-(n+k-1)}, \quad k = 1, ..., N, \quad (11.114) \]

for some positive integer \( N \). Then, with \( \delta := \text{dist} (\cdot, \partial \Omega) \),

\[ \| \delta^{k-s} |\nabla^k T f| \|_{L^p(\Omega)} + \sum_{j=0}^{k-1} \| \nabla^j T f \|_{L^p(\Omega)} \leq C \| f \|_{B^{p,q}_{m-1+1/p}(\partial \Omega)}, \quad (11.115) \]

granted that \( k \in \{1, ..., N\} \), \( \frac{n-1}{n} < p \leq \infty \), and \( (n-1)(\frac{1}{p} - 1)_+ < s < 1 \).

For a proof of Theorem 11.18 see [64]. The next result gives an analogue of Theorem 11.18 for single layer-like integral operators.

**Theorem 11.19** Let \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^n \), \( n \geq 2 \), and consider the integral operator

\[ Rf(x) = \int_{\partial \Omega} k(x, y) f(y) d\sigma_y, \quad x \in \Omega, \quad (11.116) \]
whose kernel satisfies the conditions

\[
|\nabla_x^k \nabla_y^j k(x, y)| \leq C |x - y|^{-(n-2+k+j)}, \quad j = 0, 1, \quad (11.117)
\]

for \( k = 1, 2, \ldots, N \), where \( N \) is some positive integer. Then

\[
\|\delta^{k-\frac{1}{p}-s} |\nabla^k Rf|\|_{L^p(\Omega)} + \sum_{j=0}^{k-1} \|\nabla^j Rf\|_{L^p(\Omega)} \leq C \|f\|_{B^{p,s}_{\nu_1}(\partial \Omega)}, \quad k = 1, 2, \ldots, N, \quad (11.118)
\]

granted that \( \frac{n-1}{n} < p \leq \infty \) and \( (n-1)(\frac{1}{p} - 1)_+ < s < 1 \).

Once again, see [64] for a proof.

### 11.9 Functional analysis on quasi-Banach spaces

In the first part of this section we discuss a number of results related to Fredholm theory on quasi-Banach spaces. Since such a topic has intrinsic interest, we adopt a slightly more general point of view and record a body of results which is richer than the one strictly required by the applications to the kind of partial differential equations pursued in this work.

The following useful results appear in [81].

**Theorem 11.20 (Finite Dimensional Extension Theorem)** Assume that \( Y \) is a closed subspace of a Hausdorff linear topological space \( X \), and that \( M \) is a finite dimensional subspace of \( X \). Then \( Y + M \) is closed in \( X \).

**Theorem 11.21 (Finite Codimension Theorem)** If \( Y \) is a closed subspace, of finite codimension in a Hausdorff linear topological space \( X \), and \( M \) is any algebraic complement of \( Y \), then \( X = Y \oplus M \).

**Proposition 11.22** Assume that \( X \) is a closed subspace of a Hausdorff linear topological space. If \( Y \) and \( Z \) are two linear subspaces of \( X \) which complement each other (i.e., \( Y \oplus Z = X \)) then \( Y \) and \( Z \) are closed in \( X \).

**Theorem 11.23** Assume that \( X \) is a closed subspace of a Hausdorff linear topological space. Then \( X \) is finite dimensional if and only if \( X \) is locally compact.

**Proposition 11.24** If \( S : Y \to Z \) and \( T : X \to Y \) are linear transformations acting on vector spaces, both of which have finite dimensional kernels, then the composition \( ST : X \to Z \) also has finite dimensional kernel and, moreover,

\[
\dim \ker(ST : X \to Z) = \dim \ker(T : X \to Y) + \dim \left[ \ker(S : Y \to Z) \cap \im(T : X \to Y) \right]. \quad (11.119)
\]

To be precise, this is stated and proved in § 8 of [81] in the case when \( X = Y = Z \), but the same elementary reasoning applies in the slightly more generality above.
Definition 11.25 Let $X$ be a vector space. A quasi-norm is a nonnegative real-valued function $\| \cdot \|$ on $X$ such that

$$\|x\| = 0 \iff x = 0, \quad \|\alpha x\| = |\alpha|\|x\|, \quad \|x + y\| \leq \kappa(\|x\| + \|y\|),$$

where $x, y \in X$, $\alpha$ is any scalar, and $\kappa \geq 1$ is independent of $x$ and $y$.

Call $X$ a quasi-Banach space if there exists a quasi-norm for which this $X$ complete.

Theorem 11.26 (Aoki-Rolewicz Theorem) Let $X$ be a quasi-Banach space. Then there exists $0 < p \leq 1$ and an equivalent quasi-norm $\| \cdot \|$ on $X$ such that

$$\|x + y\|^p \leq \|x\|^p + \|y\|^p, \quad \forall x, y \in X.$$  (11.121)

Definition 11.27 If $X$ and $Y$ are quasi-Banach spaces, denote by $\mathcal{L}(X,Y)$ the space of linear, continuous operators from $X$ to $Y$. An operator $T \in \mathcal{L}(X,Y)$ is said to be compact if the image under $T$ of any bounded subset of $X$ is a relatively compact subset of $Y$. Finally, denote by $\mathcal{K}(X,Y)$ the space of compact operators from $X$ into $Y$.

We equip $\mathcal{L}(X,Y)$ with the natural quasi-norm $\|T\|_{\mathcal{L}(X,Y)} := \sup\{\|Tx\|_Y : x \in X, \|x\|_X \leq 1\}$.

Suppose that $X$ is a quasi-Banach space and $T \in \mathcal{L}(X,X)$. We claim that the operator $\lambda I + T$ is invertible (with $I$ denoting the identity) on $X$ for any $\lambda \in \mathbb{R}$ with $|\lambda|$ large enough. Indeed, the inverse can be given in the form of a Neumann series

$$(\lambda I + T)^{-1} = \sum_{j=0}^{\infty} (-1)^j \lambda^{-j-1} T^j,$$  (11.122)

which converges in the operator norm if $|\lambda|$ is large enough. To see this, by the Aoki-Rolewicz Theorem, there is no loss of generality in assuming that $X$ is a $p$-Banach space, for some $p \in (0, 1]$. Then $\|\sum_{j=M}^{N} (-1)^j \lambda^{-j-1} T^j\|_{\mathcal{L}(X,X)}^{p} \leq \sum_{j=M}^{N} |\lambda|^{-j-1}\|T\|^p_{\mathcal{L}(X,X)} \leq |\lambda|^{-1}\sum_{j=M}^{N} (|\lambda|^{-1/p}\|T\|_{\mathcal{L}(X,X)})^p$ which is a piece of a convergent geometric series if $\|T\|_{\mathcal{L}(X,X)} < |\lambda|$.

Theorem 11.28 Let $X$ and $Y$ be quasi-Banach spaces. Then $\mathcal{L}(X,Y)$ is a quasi-Banach space and $\mathcal{K}(X,Y)$ is a closed, two-sided ideal in $\mathcal{L}(X,Y)$.

When $X = Y$, this follows from the discussion in § 3 (p. 3.1) in [81]; see also Proposition 9.5 on p. 9.3 in [81]. Once again, having $X = Y$ is inessential for the current purposes.

Next, we record a result proved in [51]: cf. Proposition 7.8 on p. 132, and Proposition 7.9 on p.134. To state it, given two quasi-Banach spaces, we let $G_1(X,Y)$ denote the set of isomorphic embeddings of $X$ into $Y$, and $G_2(X,Y)$ the set of open mappings of $X$ into $Y$.

Proposition 11.29 For any two quasi-Banach spaces $X$ and $Y$, the set $G_j(X,Y)$ is open in $\mathcal{L}(X,Y)$, $j = 1, 2$, and $G_1(X,Y) \cap G_2(X,Y)$ is both closed and open in either of $G_1(X,Y)$, $G_2(X,Y)$.

The result below is contained in Lemma 4.11 on p. 74 of [51].

Proposition 11.30 Suppose that $X$, $Y$ are two quasi-Banach spaces. Then $A + K$ has closed range for any $A \in G_1(X,Y)$ and $K \in \mathcal{K}(X,Y)$.  
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Consider next two quasi-Banach spaces \((X, \| \cdot \|_X), (Y, \| \cdot \|_Y)\) and let \(T : X \to Y\) be a linear, bounded operator. Define \(\kappa(T; X, Y)\) to be the smallest constant so that if \(y \in Y\) then there exists \(x \in X\) so that \(Tx = y\) and \(\|x\|_X \leq \kappa(T; X, Y)\|y\|_Y\). Note that, by the Open Mapping Theorem (which remains valid in the context of quasi-Banach spaces; cf. Theorem 1.4 in [51]),

\[
\kappa(T; X, Y) \text{ is finite if and only if } T \text{ maps } X \text{ onto } Y. 
\]  
(11.123)

We also let \(\eta(T; X, Y)\) be the largest constant so that \(\eta(T; X, Y)\|x\|_X \leq \|Tx\|_Y\) for each \(x \in X\). Once again by virtue of the Open mapping Theorem,

\[
\eta(T; X, Y) > 0 \text{ if and only if } T \text{ is injective with closed range}. 
\]  
(11.124)

The result below has been proved in [48].

**Lemma 11.31** Suppose that \((X, \| \cdot \|_X), (Y, \| \cdot \|_Y)\) are two quasi-normed spaces such that \(X\) is complete. Also, suppose that \(T : X \to Y\) is a linear, bounded operator for which the following property is true: there exist \(0 < C_0 < +\infty\) and \(0 < a < 1\) such that for each \(y\) in the unit sphere of \(Y\) one can find \(x \in X\) with \(\|x\|_X \leq C_0\) and \(\|y - Tx\|_Y \leq a\).

Then \(T\) is onto and \(\kappa(T; X, Y) \leq C_1\) for some \(C_1\) depending exclusively on \(C_0\), the quasi-norm constant of \(X\) and \(a\).

We shall also need a variant of Lemma 11.31 for sequences of operators.

**Lemma 11.32** Assume that \(X, Y\) are Banach spaces and that \((T_\alpha)_{\alpha \in \mathbb{N}}\) is a sequence of bounded, linear operators, mapping \(X\) into \(Y\), converging to some \(T : X \to Y\) in the operator norm. If \(T\) is onto, then there exists \(C > 0\) and \(\alpha_0\) such that

\[
\forall \alpha \geq \alpha_0, \forall y \in Y \implies \exists x \in X \text{ so that } T_\alpha x = y, \|x\|_X \leq C\|y\|_Y. 
\]  
(11.125)

**Proof.** This is a consequence of Lemma 11.31. Specifically, there exists \(C_0\) such that if \(y \in Y\) has \(\|y\|_Y = 1\) then there exists \(x \in X\) with \(\|x\|_X \leq C_0\) and \(Tx = y\). Then we may write \(\|T_\alpha x - y\|_Y = \|T_\alpha x - Tx\|_Y \leq \|x\|_X \|T_\alpha - T\|_{\mathcal{L}(X,Y)} \leq C_0\|T_\alpha - T\|_{\mathcal{L}(X,Y)}\) which shows that, for sufficiently large \(\alpha\), we always have “good” approximate solutions to \(T_\alpha x = y\) and this, by Lemma 11.31, gives an actual solution with the desired control of the quasi-norm. \(\square\)

**Definition 11.33** Let \(X\) and \(Y\) be quasi-Banach spaces. Call \(T \in \mathcal{L}(X, Y)\) Fredholm if:

(1) \(T\) has a closed range,

(2) \(T\) has finite codimensional range,

(3) \(\ker T\) is finite dimensional and topologically complemented in \(X\).

Set \(\Phi(X, Y) := \{ T \in \mathcal{L}(X, Y) : T \text{ Fredholm} \}\) and define the index function

\[
\text{ind} : \Phi(X, Y) \to \mathbb{Z}, \quad \text{ind } T := \dim (\ker T) - \text{codim } (\text{Im } T). 
\]  
(11.126)
Occasionally, if we wish to stress the spaces on which the operator $T$ is considered, we may write $\text{index}(T : X \to Y)$, $\text{Ker}(T : X \to Y)$, etc. When $X = Y$, the above definition becomes a particular case of that in § 6 in [81]. Again, $X = Y$ has been assumed there merely for convenience, and that removing this assumption does not affect the subsequent analysis.

As pointed out in § 6 of [81], it is not always the case that a finite dimensional subspace $E$ of a Hausdorff, linear topological space $X$ is necessarily topologically complemented. However, this does happen whenever $X^*$ separates $X$.

**Definition 11.34** If $X$ and $Y$ are two quasi-Banach spaces, set

$$
\Phi_+(X,Y) := \{T \in \mathcal{L}(X,Y) : T \text{ has closed range and a finite dimensional kernel, which is topologically complemented in } X\},$$

and

$$
\Phi_-(X,Y) := \{T \in \mathcal{L}(X,Y) : T \text{ has closed range and finite dimensional cokernel}\}.
$$

The set of semi-Fredholm operators is then defined as $\Phi_-(X,Y) \cup \Phi_+(X,Y)$. The index function (11.126) can then be extended to the set of all semi-Fredholm operators by setting

$$
\text{index} : \Phi_-(X,Y) \cup \Phi_+(X,Y) \to \mathbb{Z} \cup \{\pm \infty\},
$$

$$
\text{index} \; T := \dim(\text{Ker} \; T) - \dim(\text{coker} \; T)
$$

Clearly,

$$
\Phi(X,Y) = \Phi_-(X,Y) \cap \Phi_+(X,Y).
$$

As shown below, the demand of “having closed range” is superfluous (and, hence, it may be omitted) in the above definitions of semi-Fredholmness and Fredholmness.

**Lemma 11.35** Let $X$, $Y$ be two quasi-Banach spaces and assume that $T \in \mathcal{L}(X,Y)$ is such that $TX$ has finite codimension in $Y$ (i.e. there exists $M$, finite dimensional subspace of $Y$ such that $M + TX = Y$). Then $TX$ is closed in $Y$.

Before presenting the proof, let us note that if $X$, $Y$ are quasi-Banach then for any $T \in \mathcal{L}(X,Y)$,

$$
TX \text{ has finite codimension in } Y \iff \dim\left(\frac{Y}{TX}\right) < +\infty.
$$

Furthermore, the codimension of $TX$ in $Y$ is equal to the dimension of the space $Y/TX$.

**Proof of Lemma 11.35.** Let $M$ be a finite dimensional subspace of $Y$ such that $M + TX = Y$. By further refining it (e.g., replacing it by a complement of $M \cap TX$ in $M$), it can be also assumed that $M \cap TX = \{0\}$. Being finite dimensional, $M$ is closed. Consider then $T_1 : X \times M \to Y$, defined by $T_1(x,y) := Tx + y$, which is linear, continuous, and onto. Since $\ker T_1 = \ker T \times \{0\} \hookrightarrow X \times \{0\}$, it follows that $TX = T_1(X \times \{0\})$ is closed in $Y$, by invoking the next lemma. \[\square\]

Here is the result alluded to above:
Lemma 11.36 Let $X, Y$ be two quasi-Banach spaces and assume that $T \in \mathcal{L}(X, Y)$ is such that $TX$ is closed. If $X_o$ is a closed subspace of $X$ with the property that $\text{Ker} T \subset X_o$, then $TX_o$ is closed in $Y$.

Proof. Since $X_o$ is closed in $X$, then $X_o/\text{Ker} T$ is closed in $X/\text{Ker} T$. However, $T : X/\text{Ker} T \to TX$ is an algebraical and topological isomorphism, and $TX_o$ can be identified with the image of this latter operator of the closed subspace $X_o/\text{Ker} T$. Thus, $TX_o$ is closed in $TX$ and, further, in $Y$. □

The following lemmas further summarize various properties of Fredholm and semi-Fredholm operators which we will find useful later on.

Theorem 11.37 Let $X$ and $Y$ be Banach spaces and let $T \in \mathcal{L}(X, Y)$. Then the following assertions hold.

(1) If $T \in \Phi_\pm(X, Y)$ and $S \in \Phi_\pm(Y, Z)$ then $ST \in \Phi_\pm(X, Z)$ and

$$\text{index} (ST) = \text{index} (S) + \text{index} (T). \quad (11.132)$$

(2) If $X$ and $Y$ have reasonable dual spaces, then $T \in \Phi_\pm(X, Y)$ if and only if $T^* \in \Phi_\pm(Y^*, X^*)$. Moreover, $\text{index} (T) = -\text{index} (T^*)$.

(3) $T \in \Phi_+(X, Y)$ if and only if $T$ is bounded from below modulo compact operators. That is, there exist a quasi-Banach space $Z$, a compact operator $K : X \to Z$, and a positive constant $C$ such that

$$\|x\|_X \leq C\|Tx\|_Y + \|Kx\|_Z \quad \text{for any} \ x \in X. \quad (11.133)$$

In particular, $\Phi_+(X, Y)$ is open in $\mathcal{L}(X, Y)$ and $\Phi_+(X, Y)$ is stable under addition of compact operators.

(4) The set $\Phi_-(X, Y)$ is open in $\mathcal{L}(X, Y)$ and $\Phi_-(X, Y)$ is stable under addition of compact operators.

(5) If $X_0$ is a closed subspace of $X$ and $T \in \Phi_+(X, X)$ with $TX_0 \subseteq X_0$, then $T|_{X_0} \in \Phi_+(X_0, X_0)$.

(6) $T \in \Phi(X, Y)$ if and only if there exist $S_1, S_2 \in \mathcal{L}(Y, X)$ and $K_1 \in \mathcal{K}(Y, Y)$ and $K_2 \in \mathcal{K}(X, X)$, such that

$$TS_1 = I_Y + K_1, \quad S_2T = I_X + K_2. \quad (11.134)$$

In fact, we may take $S_1 = S_2 \in \Phi(X, Y)$ (i.e., $T$ is Fredholm if and only if it is invertible modulo compact operators).

(7) The index function (11.129) is continuous.
Proof. The claims in (1) and (6) appear in § 6 and § 8 of [81], at least when \( X = Y \), and an inspection of the proof shows that this restriction can be easily removed.

Let us consider (3). In one direction, if \( T \) is bounded from below, modulo compact operators, introduce \( A = (T, K) : X \to Y \oplus Z \) (with the latter space equipped with the natural quasi-norm \( \|(y, z)\|_{Y \oplus Z} := \|y\|_Y + \|z\|_Z \)). Then (11.133) amounts to \( \eta(A; X, Y \oplus Z) > 0 \), i.e. \( A \in G_1(X, Y \oplus Z) \) (in the terminology of Proposition 11.29). Since \((0, -K) \in \mathcal{K}(X, Y \oplus Z)\), Proposition 11.30 then gives that \((T, 0) = A + (0, -K)\) has closed range. Thus, \( T \) has closed range, as desired. To show that \( N := \text{Ker} T \), which is a closed subspace of \( X \), is finite dimensional, it suffices to check that its unit ball is sequentially relatively compact (here, Theorem 11.23 is used). To this end, fix an arbitrary sequence \( \{x_j\}_j \) of vectors in \( X \) with \( \|x_j\|_X \leq 1 \) and \( Tx_j = 0 \). Without loss of generality, it can be assumed that \( \{Kx_j\}_j \) converges in \( Z \). Writing (11.133) for \( x = x_j - x_k \), then proves that \( \{x_j\}_j \) is Cauchy, hence, convergent in \( X \). This concludes the proof of the fact that, for an operator in \( \mathcal{L}(X, Y) \), being bounded from below modulo compact operators entails membership to \( \Phi_+(X, Y) \).

Conversely, if \( T \in \Phi_+(X, Y) \) and \( Z \) is a topological complement of \( \text{Ker} T \) (which, by Proposition 11.22, means that \( Z \) is closed in \( X \)), define \( K : X = \text{Ker} T \oplus Z \to Z \) by \( K(x, y) := x \). Since \( K \) has finite rank, \( K \in \mathcal{K}(X, Z) \). Then, since \( T : Z \to \text{Im} T \) is an isomorphism, for each \( x \in X \) with \( x = x_o + y, x_o \in Z, y \in \text{Ker} T \), we may write \( \|x\|_X \leq \kappa(\|x_o\|_X) + \|y\|_X \leq \kappa(\|Tx_o\|_Y + \|Kz\|_Z) = \kappa(\|T\|_Y + \|K\|_Z) \). Thus, (11.133) follows.

Next we consider (4). Let \( T \in \Phi_-(X, Y) \). Then there exists \( M \subseteq Y \) such that \( Y = TX \oplus M \) and \( \dim M < +\infty \). Define \( \hat{T} : X \oplus M \to Y \) by \( \hat{T}(x, m) := Tx + m \). Then \( \hat{T} \) is onto, and hence from (11.123), \( C_o := \kappa(\hat{T}; X \oplus M, Y) < +\infty \). Let \( R \in \mathcal{L}(X, Y) \) be such that \( \|R\|_{\mathcal{L}(X, Y)} < \frac{1}{2\kappa_o} \). Define \( \hat{R} : X \oplus M \to Y \) by \( \hat{R}(x, y) = Rx \), and so \( \|\hat{R}\|_{\mathcal{L}(X \oplus M, Y)} < \frac{1}{2\kappa_o} \). Then from the definition of \( \kappa(\hat{T}; X \oplus M, Y) \), for any \( y \in Y \), \( \|y\|_Y \leq 1 \), there exists \( (x, m) \in X \oplus M \) such that \( \hat{T}(x, m) = y \) and \( \|(x, m)\|_{X \oplus M} \leq C_o \).

Then

\[
\|y - (\hat{T} + \hat{R})(x, m)\|_Y \leq \|\hat{R}\|_{\mathcal{L}(X \oplus M, Y)} \|(x, m)\|_{X \oplus M} \leq \frac{1}{2},
\]

(11.135)
and so it follows from Lemma 11.31 that \( \hat{T} + \hat{R} \) is onto. Then

\[
Y = \text{Im} (\hat{T} + \hat{R}) = \{Tx + m + Rx : x \in X, m \in M\} = (T + R)X + M,
\]

(11.136)
and so the range of \( T + R \) has finite codimension in \( Y \). From Lemma 11.35, \( T + R \) has closed range, and so \( T + R \in \Phi_-(X, Y) \). Therefore \( \Phi_-(X, Y) \) is open in \( \mathcal{L}(X, Y) \).

To see that \( \Phi_-(X, Y) \) is stable under addition of compact operators, let \( T \in \Phi_-(X, Y) \) and \( K \in \mathcal{K}(X, Y) \), and we will show that \( T + K \in \Phi_-(X, Y) \). First we will treat the case when \( T \) is onto. Using (11.123), define \( C_1 := \kappa(T; X, Y) \). Since \( K \in \mathcal{K}(X, Y) \), there exists an operator \( K_1 \in \mathcal{K}(X, Y) \) of finite rank such that \( \|K - K_1\|_{\mathcal{L}(X, Y)} \leq \frac{1}{2C_1} \). Define \( T_1 := T + (K - K_1) \), and let \( y \in Y \), \( \|y\|_Y \leq 1 \). From the definition of \( \kappa(T; X, Y) \), there exists \( x \in X \) such that \( y = Tx \) and \( \|x\|_X \leq C_1 \). Then

\[
\|y - T_1x\|_Y = \|y - Tx - (K - K_1)x\| \leq \|K - K_1\|_{\mathcal{L}(X, Y)} \|x\|_X \leq \frac{1}{2},
\]

(11.137)
and so Lemma 11.31 implies that \( T_1 \) is onto. Then since \( T + K = T_1 + K_1 \) and \( K_1 \) has finite rank, it follows that \( T + K \) has finite codimensional range, and then Lemma 11.35 implies that the range of \( T + K \) is closed. This establishes that \( T + K \in \Phi_-(X, Y) \) under the assumption that \( T \) is onto.
Next, we consider the general case. Let $M \subseteq Y$ be such that $Y = TX \oplus M$ and $\dim M < +\infty$. Define $\tilde{T}, \tilde{K} : X \oplus M \to Y$ by

$$
\tilde{T}(x, y) := Tx + y \quad \text{and} \quad \tilde{K}(x, y) := Kx.
$$

Since $\tilde{T}$ is onto and $\tilde{K}$ is compact, using the previous case, we know that $\tilde{T} + \tilde{K}$ has closed range of finite codimension in $Y$. Then since

$$
\text{Im} (\tilde{T} + \tilde{K}) = \{Tx + y + Kx : x \in X, y \in M\} = \text{Im} (T + K) + M,
$$

it follows that the range of $T + K$ has finite codimension in $Y$. Then since

$$
\text{Im} (\tilde{T} + \tilde{K}) = \{Tx + y + Kx : x \in X, y \in M\} = \text{Im} (T + K) + M,
$$

Lemma 11.35 then implies that the range of $T + K$ is also closed, and hence $T + K \in \Phi_-(X, Y)$. This finishes the proof of (4). For the remaining items, the interested reader is referred to [49].

As a consequence of (6) above, we have the following. Consider $U$ a topological space and let $U \ni \lambda \mapsto T_\lambda \in \Phi_+(X, Y) \cup \Phi_-(X, Y)$ be a continuous mapping. Then the function $U \ni \lambda \mapsto \dim (\ker T_\lambda) - \dim (\coker T_\lambda) \in \mathbb{Z} \cup \{\pm \infty\}$ is locally constant. In particular, $\lambda \mapsto \text{index} (T_\lambda)$ is constant on each connected component of $U$.

In the next corollary we single out a consequence of the last point in the above theorem which is particularly relevant for us in applications.

**Corollary 11.38** If $T \in \mathcal{L}(X, X)$ is such that $\lambda I + T$ is a semi-Fredholm operator for any $\lambda \in \mathbb{R}$, $|\lambda| \geq \frac{1}{2}$, then $\lambda I + T$ is actually a Fredholm operator with index zero for any $\lambda$ in the indicated range.

**Proof.** Recalling that for $|\lambda|$ large enough the operator $\lambda I + T$ is invertible (see the discussion preceding Theorem 11.28), the point (6) in Theorem 11.37 gives that $\text{index} (\lambda I + T) = 0$ for any $\lambda \in \mathbb{R}$ with $|\lambda| \geq \frac{1}{2}$. Hence, the conclusion follows. \qed

The following is also a consequence of Theorem 11.37. We leave the proof to the interested reader.

**Lemma 11.39** Let $X, Y, Z, W$ be quasi-Banach spaces and consider the commutative diagram

$$
\begin{array}{ccc}
X & \longrightarrow & Y \\
\downarrow & & \downarrow \\
Z & \longrightarrow & W
\end{array}
$$

where all arrows are linear and bounded. If three of the four arrows are Fredholm operators then so is the fourth one.

The following result is going to be of importance for us.

**Lemma 11.40** Let $X_j, Y_j, j = 1, 2$, be two quasi-Banach spaces such that the inclusions $X_1 \hookrightarrow X_2$, $Y_1 \hookrightarrow Y_2$ are continuous, and the second one has dense range. If $T \in \Phi(X_1, Y_1) \cap \Phi(X_2, Y_2)$ is such that $\text{index} (T : X_1 \to Y_1) = \text{index} (T : X_2 \to Y_2)$ then $\ker (T : X_1 \to Y_1) = \ker (T : X_2 \to Y_2)$. 209
Proof. Since $TX_1$ has finite codimension in $Y_1$, there exists a finite dimensional subspace $M$ of $Y_1$ such that $TX_1 \oplus M = Y_1$ (direct, non-orthogonal sum). We claim that $TX_2 + M = Y_2$. To prove the claim, observe that $Y_1 = TX_1 + M \subseteq TX_2 + M$. Hence, since $Y_1$ is densely embedded into $Y_2$, so is $TX_2 + M$. Moreover, because $TX_2$ is closed and $M$ is finite dimensional, Theorem 11.20 implies that $TX_2 + M$ is closed in $Y_2$. Combining these results, the claim follows. Going further, by using the claim we obtain that $\dim \left( \frac{Y_1}{TX_1} \right) = \dim M \geq \dim \left( \frac{Y_2}{TX_2} \right)$ which, in turn, implies that $\dim \coker (T : X_1 \to Y_1) \geq \dim \coker (T : X_2 \to Y_2)$. The latter inequality together with the fact that the index of $T$ is the same when acting from $X_j$ onto $Y_j$ for $j = 1$ and $j = 2$ give that $\dim \ker (T : X_1 \to Y_1) \geq \dim \ker (T : X_2 \to Y_2)$. The reversed inequality is obvious, thus the conclusion follows. \qed

Lemma 11.41 Let $X, Y$ be quasi-Banach spaces and assume that $T \in \mathcal{L}(X,Y)$. If $Z \hookrightarrow Y$ is a closed subspace of finite codimension, then $T^{-1}Z$ is a closed subspace of finite codimension in $X$.

Proof. Since $T$ is continuous and $Z$ is closed, it follows that $T^{-1}Z$ is closed as well. Next, consider the linear operator

$$
\hat{T} : X/T^{-1}Z \to Y/Z, \quad \hat{T}[x] := [Tx],
$$

(11.141)

where for each $x \in X$, $[x]$ stands for the class of $x$ in $X/T^{-1}Z$, and $[Tx]$ stands for the class of $Tx$ in $Y/Z$. Clearly, $\hat{T}$ is one-to-one which then entails

$$
\dim \left( \frac{X}{T^{-1}Z} \right) \leq \dim \left( \frac{Y}{Z} \right) < +\infty.
$$

(11.142)

Thus, $T^{-1}Z$ is a space of finite codimension in $X$. \qed

We conclude this section with several stability results proved in [48], [50]. First, we need to recall some definitions. A quasi-Banach space $X$ is called analytically convex if there is a constant $C$ such that for every polynomial $P : \mathbb{C} \to X$ we have $\|P(0)\|_X \leq C \max_{|z|=1} \|P(z)\|_X$. It is shown in [47] that if $X$ is analytically convex it has an equivalent quasi-norm which is plurisubharmonic (i.e. we can insist that the constant $C$ above can be taken to be 1). Let us also point out that being analytically convex is equivalent to the condition that

$$
\max_{0<\Re z<1} \|f(z)\|_X \leq C \max_{\Re z=0,1} \|f(z)\|_X,
$$

(11.143)

for any analytic function $f : \{z \in \mathbb{C} : 0 < \Re z < 1\} \to X$ which is continuous on the closed strip $\{z \in \mathbb{C} : 0 \leq \Re z \leq 1\}$.

Clearly, any Banach space is analytically convex. Other useful criteria for analytic convexity can be found in [47], [26], [50]. The relevance of this concept stems from the fact that Calderón’s complex method of interpolation, originally devised for Banach spaces, can be most naturally adapted to analytically convex quasi-Banach spaces. A more thorough discussion in this regard can be found in [50]. Here, we only wish to quote a result which has been proved in [50].

Lemma 11.42 Let $X_i, Y_i, Z_i, i = 0, 1$, be quasi-Banach spaces such that $X_0 \cap X_1$ is dense in both $X_0$ and $X_1$, and similarly for $Z_0, Z_1$. Suppose that $Y_i \hookrightarrow Z_i, i = 0, 1$ and there exists a linear operator $D$ such that $D : X_i \to Z_i$ boundedly for $i = 0, 1$. Define the spaces
X_i(D) := \{u \in X_i : Du \in Y_i\}, \quad i = 0, 1, \quad (11.144)
equipped with the graph norm, i.e. \|u\|_{X_i(D)} := \|u\|_{X_i} + \|Du\|_{Y_i}, \quad i = 0, 1. Finally, suppose that there exist continuous linear mappings \(G : Z_i \to X_i\) and \(K : Z_i \to Y_i\) with the property \(D \circ G = I + K\) on the spaces \(Z_i\) for \(i = 0, 1\). Then, for each \(0 < \theta < 1\) and \(0 < q \leq \infty\),

\[(X_0(D), X_1(D))_{\theta,q} = \{u \in (X_0, X_1)_{\theta,q} : Du \in (Y_0, Y_1)_{\theta,q}\}. \quad (11.145)\]

Furthermore, if the spaces \(X_0 + X_1\) and \(Y_0 + Y_1\) are analytically convex, then

\[[X_0(D), X_1(D)]_{\theta} = \{u \in [X_0, X_1]_{\theta} : Du \in [Y_0, Y_1]_{\theta}\}, \quad \theta \in (0, 1). \quad (11.146)\]

We continue with a very useful result which essentially asserts that, on a complex interpolation scales of quasi-Banach spaces, the property of being invertible is stable and the inverses are compatible. The Banach space version can be found in [13], [86], [3], [85], [95]. The theorem below was proved in [50], following earlier work in [48].

**Theorem 11.43** Let \(X_0, X_1\) and \(Y_0, Y_1\) be two compatible couples of quasi-Banach spaces and assume that \(X_0 + X_1\) and \(Y_0 + Y_1\) are analytically convex. Also, consider a bounded, linear operator \(T : X_j \to Y_j, \quad j = 0, 1\). If \(X_\theta := [X_0, X_1]_\theta\) and \(Y_\theta := [Y_0, Y_1]_\theta\), then for each \(\theta \in (0, 1)\), then \(T\) induces a bounded linear operator

\[T_\theta : X_\theta \longrightarrow Y_\theta, \quad \theta \in (0, 1), \quad (11.147)\]

in a natural fashion. Moreover,

\[\|T_\theta\|_{X_\theta \to Y_\theta} \leq \|T\|_{X_0 \to Y_0}^{1-\theta}\|T\|_{X_1 \to Y_1}^\theta, \quad \theta \in (0, 1). \quad (11.148)\]

Assume next that there exists \(\theta_o \in (0, 1)\) such that \(T_{\theta_o}\) is an isomorphism. Then there exists \(\varepsilon > 0\) such that \(T_{\theta}\) continues to be isomorphism whenever \(|\theta - \theta_o| < \varepsilon\).

Furthermore, if \(I\) is any open subinterval of \((0, 1)\) with the property that \(T_{\theta}^{-1}\) exists for every \(\theta \in I\), then \(T_{\theta}^{-1}\) agrees with \(T_{\theta'}^{-1}\) on \(Y_\theta \cap Y_{\theta'}\) for any \(\theta, \theta' \in I\).

**Theorem 11.44** Under the hypotheses of Theorem 11.43, if \(T_{\theta_o}\) is surjective and has finite-dimensional kernel then there exists \(\varepsilon > 0\) so that \(\dim \ker T_{\theta}\) is constant for \(|\theta - \theta_o| < \varepsilon\).

**Theorem 11.45** Retain the same hypotheses as in Theorem 11.43 and assume that \(Y_0 \cap Y_1\) is dense in each \(Y_\theta\) for \(0 < \theta < 1\) (which is automatic for the case of inner complex interpolation). Then if \(T_{\theta_o}\) is Fredholm, there exists \(\varepsilon > 0\) so that \(T_{\theta}\) is Fredholm for \(|\theta - \theta_o| < \varepsilon\) and the index is constant.

Our last result in this section is a global stability theorem from [48].

**Theorem 11.46** Retain the same hypotheses as in Theorem 11.43 and, in addition, assume that there exists \(\theta_o \in I\) such that \(T_{\theta_o} : X_{\theta_o} \to Y_{\theta_o}\) is an isomorphism. Then, if \(\eta(T_{\theta}) > 0\) for all \(\theta \in I\) or if \(\kappa(T_{\theta}) < \infty\) for all \(\theta \in I\), it follows that \(T_{\theta} : X_\theta \to Y_\theta\) is an isomorphism for all \(\theta \in I\).
11.10 Surface to surface change of variables

The following result, of general nature, from [42] is going to be useful for us.

**Proposition 11.47** Let $\Omega \subset \mathbb{R}^n$ be a bounded Lipschitz domain, $\mathcal{O}$ an open neighborhood of $\overline{\Omega}$, and let $F: \mathcal{O} \to \mathbb{R}^n$ be an orientation preserving $C^\infty$-diffeomorphism. Then $\overline{\Omega} := F(\Omega)$ is a Lipschitz domain and if $\nu, \tilde{\nu}$ and $\sigma, \tilde{\sigma}$ are, respectively, the outward unit normals and surface measures on $\partial \Omega$ and $\partial \overline{\Omega}$, then

$$\tilde{\nu} = \frac{(DF^{-1})^T(\nu \circ F^{-1})}{|| (DF^{-1})^T(\nu \circ F^{-1}) ||},$$

$$\tilde{\sigma} = || (DF^{-1})^T(\nu \circ F^{-1}) || \det DF \circ F^{-1} F_* \sigma,$$

where $(DF^{-1})^T$ denotes the transposed of the Jacobian matrix of $F^{-1}$, and $F_* \sigma$ is the push-forward of the measure $\sigma$.

Below, we study how tangential derivatives transform under changing variables in the ambient Euclidean space.

**Proposition 11.48** In the context of Proposition 11.47, and assuming $1 < p < \infty$, one has

$$\|f\|_{L^p(\partial \Omega)} \approx \|f \circ F^{-1}\|_{L^p(\partial \overline{\Omega})}, \quad \|f\|_{L^p(\partial \Omega)} \approx \|f \circ F^{-1}\|_{L^p(\partial \overline{\Omega})}.$$  \hspace{1cm} (11.151)

Furthermore, for every $j, k \in \{1, \ldots, n\}$,

$$\partial_{\tilde{\nu}_k}(f \circ F^{-1}) = \frac{[(DF^{-1})^T((\nabla_{\text{tan}} f \otimes \nu - \nu \otimes \nabla_{\text{tan}} f) \circ F^{-1})(DF^{-1})]_k}{(DF^{-1})^T(\nu \circ F^{-1})}.$$  \hspace{1cm} (11.152)

**Proof.** The first equivalence in (11.151) is a direct consequence of Proposition 11.47, whereas the second follows from (11.152) and Proposition 11.47.

Consider now the identity (11.152). For each $j, k \in \{1, \ldots, n\}$, denote by $\partial_{\tilde{\nu}_k}$ the tangential derivative on $\partial \overline{\Omega}$ given by $\tilde{\nu}_j \partial_k - \tilde{\nu}_k \partial_j$. We then have

$$\partial_{\tilde{\nu}_k}(f \circ F^{-1}) = \tilde{\nu}_j \partial_k (f \circ F^{-1}) - \tilde{\nu}_k \partial_j (f \circ F^{-1})$$

$$= \tilde{\nu}_j ((\partial_{\tilde{\nu}_k} f) \circ F^{-1}) \partial_k F_{\ell}^{-1} - \tilde{\nu}_k ((\partial_{\tilde{\nu}_j} f) \circ F^{-1}) \partial_j F_{\ell}^{-1}.$$  \hspace{1cm} (11.153)

Employing Proposition 11.47 we further write

$$\tilde{\nu}_j ((\partial_{\tilde{\nu}_k} f) \circ F^{-1}) \partial_k F_{\ell}^{-1} = \frac{((DF^{-1})^T(\nu \circ F^{-1}))_j (\nabla f \circ F^{-1})_{\ell k}}{||(DF^{-1})^T(\nu \circ F^{-1})||}$$

$$= \frac{[(DF^{-1})^T((\nabla f \circ F^{-1}) \otimes (\nu \circ F^{-1}))(DF^{-1})]_{kj}}{||(DF^{-1})^T(\nu \circ F^{-1})||},$$  \hspace{1cm} (11.154)
where for two vectors $a, b \in \mathbb{R}^n$ with $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$, we have set $a \otimes b$ to stand for the $n \times n$ matrix whose $ij$ entry is given by

$$(a \otimes b)_{ij} := a_i b_j, \quad i, j \in \{1, \ldots, n\}. \quad (11.155)$$

Thus, based on (11.153) and (11.154),

$$
\partial_{xj}(f \circ F^{-1}) = \frac{[(DF^{-1})^\top((\nabla f \circ F^{-1}) \otimes (\nu \circ F^{-1}))(DF^{-1})]_{kj}}{|(DF^{-1})^\top(\nu \circ F^{-1})|} - \frac{[(DF^{-1})^\top((\nabla f \circ F^{-1}) \otimes (\nu \circ F^{-1}))(DF^{-1})]_{jk}}{|(DF^{-1})^\top(\nu \circ F^{-1})|}. \quad (11.156)
$$

This further gives,

$$
\partial_{xj}(f \circ F^{-1}) = \frac{[(DF^{-1})^\top(a \otimes b - b \otimes a)(DF^{-1})]_{kj}}{|(DF^{-1})^\top(\nu \circ F^{-1})|}, \quad (11.157)
$$

where

$$
a := \nabla f \circ F^{-1} \quad \text{and} \quad b := \nu \circ F^{-1}. \quad (11.158)
$$

Since, generally speaking, $a \otimes b - b \otimes a = a_b \otimes b - b \otimes a_b$ where $a_b := a - (a \cdot b)b$, we may finally conclude that, for every $j, k$, (11.152) holds.

\[\square\]

### 11.11 Truncating singular integrals

Recall that a function $\varphi : U \to \mathbb{R}$, $U$ open subset of $\mathbb{R}^n$, is called Lipschitz provided that there exists $M > 0$ such that $|\varphi(x) - \varphi(y)| \leq M|x - y|$ for all $x, y \in U$. The best constant in the above inequality is called the Lipschitz constant of $\varphi$.

The following is an old result of Rademacher (cf. [77]).

**Lemma 11.49** Let $\varphi$ be a real-valued, Lipschitz function defined in an open set $U$ of $\mathbb{R}^n$. Then for each $1 \leq j \leq n$, $\frac{\partial \varphi}{\partial x_j}$ exists at almost every point $x$ in $U$ and $\frac{\partial \varphi}{\partial x_j} \in L^\infty(U, \mathbb{R})$. In fact, $\|\nabla \varphi\|_{L^\infty}$ is the Lipschitz constant of $\varphi$ and for almost every $x \in \mathbb{R}^n$ there exists a vector $\nabla \varphi(x)$ such that

$$
\lim_{|y| \to 0} \frac{|\varphi(x + y) - \varphi(x) - \langle \nabla \varphi(x), y \rangle|}{|y|} = 0. \quad (11.159)
$$

If $U \subseteq \mathbb{R}^n$, call $\Phi : U \to \mathbb{R}^m$ bi-Lipschitz if there exist $0 < M_1 \leq M_2 < \infty$ such that

$$
M_1|x - y| \leq |\Phi(x) - \Phi(y)| \leq M_2|x - y|, \quad \forall x, y \in U. \quad (11.160)
$$

When $U$ is an open set, it is known (cf. [77]) that necessarily $m \geq n$, $\Phi$ is an open mapping, the Jacobian matrix $D\Phi = (\partial_j \Phi_k)_{1 \leq j \leq n, 1 \leq k \leq m}$ exists a.e. in $U$ and

$$
\text{rank } D\Phi(x) = n \text{ for a.e. } x \in U. \quad (11.161)
$$

Our goal here is to establish the following.
Proposition 11.50 Let $A : \mathbb{R}^n \to \mathbb{R}^m$ be a Lipschitz function with Lipschitz constant $M$, and assume that $F : \mathbb{R}^m \to \mathbb{R}$, $F \in C^N(\mathbb{R}^m)$, for some sufficiently large $N \in \mathbb{N}$, $F$ is odd function. For $x, y \in \mathbb{R}^n$ with $x \neq y$ we set $K(x, y) := \frac{1}{|x-y|^n} F \left( \frac{A(x) - A(y)}{|x-y|} \right)$, and for $\varepsilon > 0$, define the truncated operator

$$
T_\varepsilon f(x) := \int_{|x-y| > \varepsilon} K(x, y) f(y) \, dy, \quad x \in \mathbb{R}^n. \quad (11.162)
$$

As is well-known (cf., e.g., [67]), if $1 < p < \infty$ and $f \in L^p(\mathbb{R}^n)$ then the limit $\lim_{\varepsilon \to 0} T_\varepsilon f(x)$ exists for almost every $x \in \mathbb{R}^n$ and the operator

$$
T f(x) := \lim_{\varepsilon \to 0} T_\varepsilon f(x), \quad x \in \mathbb{R}^n, \quad (11.163)
$$

is bounded on $L^p(\mathbb{R}^n)$.

Assume that $B : \mathbb{R}^n \to \mathbb{R}^m'$, $m' \geq n$, is a functions satisfying

$$
M^{-1} |x - y| \leq |B(x) - B(y)| \leq M |x - y|, \quad \forall x, y \in \mathbb{R}^n, \quad (11.164)
$$

for some $M > 1$. Then if $1 < p < \infty$ and $f \in L^p(\mathbb{R}^n)$, the limit

$$
\lim_{\varepsilon \to 0} \int_{|B(x) - B(y)| > \varepsilon} K(x, y) f(y) \, dy, \quad (11.165)
$$

exists and is equal to $T f(x)$ (as defined in (11.163)) for almost every $x \in \mathbb{R}^n$. In other words, for any function $B$ as in (11.164), one has the representation

$$
T f(x) = \lim_{\varepsilon \to 0} \int_{|B(x) - B(y)| > \varepsilon} K(x, y) f(y) \, dy, \quad (11.166)
$$

for almost every $x \in \mathbb{R}^n$.

To prove it, we isolate the key technical step in the form of a lemma, stated below.

Lemma 11.51 Let $A : \mathbb{R}^n \to \mathbb{R}^m$ and $B : \mathbb{R}^n \to \mathbb{R}^m'$, $m' \geq n$, be functions satisfying

$$
|A(x) - A(y)| \leq M |x - y|, \quad and \quad (11.167)
$$

$$
M^{-1} |x - y| \leq |B(x) - B(y)| \leq M |x - y|, \quad \forall x, y \in \mathbb{R}^n, \quad (11.168)
$$

for some constant $M > 1$. Also let $F : \mathbb{R}^m \times \mathbb{R} \to \mathbb{R}$ be a $C^1$, odd function. Fix $x \in \mathbb{R}^n$ and for each $\varepsilon > 0$ consider

$$
U(\varepsilon) := \{ y \in \mathbb{R}^n : 1 > |x-y| > \varepsilon \}, \quad (11.169)
$$

$$
V(\varepsilon) := \{ y \in \mathbb{R}^n : |(DB)(x)(x-y)| > \varepsilon, |x-y| < 1 \}, \quad (11.170)
$$

$$
W(\varepsilon) := \{ y \in \mathbb{R}^n : |B(x) - B(y)| > \varepsilon, |x-y| < 1 \}. \quad (11.171)
$$

Then
\[
\lim_{\varepsilon \downarrow 0} \int_{U(\varepsilon)} \frac{1}{|x-y|^n} F\left(\frac{A(y) - A(0)}{|x-y|}\right) dy = \lim_{\varepsilon \downarrow 0} \int_{V(\varepsilon) \setminus U(\varepsilon)} \frac{1}{|x-y|^n} F\left(\frac{A(y) - A(0)}{|x-y|}\right) dy = \lim_{\varepsilon \downarrow 0} \int_{W(\varepsilon)} \frac{1}{|x-y|^n} F\left(\frac{A(x) - A(y)}{|x-y|}\right) dy, \tag{11.172}
\]

provided the Jacobian matrices \((DA)(x)\) and \((DB)(x)\) exist, \(\text{rank} (DB)(x) = n\), and one of the above three limits exists and is finite.

**Proof.** Without loss of generality we can take \(x = 0\), \(A(0) = 0\), \(B(0) = 0\). By Lemma 11.49 there exist nonnegative functions \(\eta_A(t)\) and \(\eta_B(t)\) defined for \(t > 0\), so that \(\eta_A(t) \downarrow 0\), \(\eta_B(t) \downarrow 0\) as \(t \downarrow 0\) and

\[
|A(y) - (DA)(0)y| \leq |y| \eta_A(|y|), \tag{11.173}
\]

\[
|B(y) - (DB)(0)y| \leq |y| \eta_B(|y|), \tag{11.174}
\]

for \(y \in \mathbb{R}^n\). If, for each \(\varepsilon > 0\), we now introduce \(\Delta(\varepsilon) := \{y \in \mathbb{R}^n : \varepsilon > |y| > \varepsilon \|(DB)(0)\|^{-1}\} \) then \(V(\varepsilon) \setminus U(\varepsilon) \subseteq \Delta(\varepsilon)\). Employing the properties of \(F\), the fact that \(V(\varepsilon) \setminus U(\varepsilon)\) is symmetric with respect to the origin and the estimate (11.173), the absolute value of the difference of the first two limits in (11.172) is estimated by

\[
\begin{align*}
\lim_{\varepsilon \downarrow 0} & \left| \int_{V(\varepsilon) \setminus U(\varepsilon)} \frac{1}{|y|^n} F\left(\frac{A(y)}{|y|}\right) dy \right| \\
= & \lim_{\varepsilon \downarrow 0} \frac{1}{2} \left| \int_{V(\varepsilon) \setminus U(\varepsilon)} \frac{1}{|y|^n} \left[ F\left(\frac{A(y)}{|y|}\right) + F\left(\frac{A(-y)}{|y|}\right) \right] dy \right| \\
= & \lim_{\varepsilon \downarrow 0} \frac{1}{2} \left| \int_{V(\varepsilon) \setminus U(\varepsilon)} \frac{1}{|y|^n} \left[ F\left(\frac{A(y)}{|y|}\right) - F\left(-\frac{A(-y)}{|y|}\right) \right] dy \right| \\
\leq & \left[ \sup_{|\xi| \leq M} |(DF)(\xi)| \right] \lim_{\varepsilon \downarrow 0} \int_{\Delta(\varepsilon)} \eta_A(|y|) |y|^{-n} dy \\
\leq & C \lim_{\varepsilon \downarrow 0} \eta_A(\varepsilon) = 0, \tag{11.175}
\end{align*}
\]

which proves the first equality in (11.172).

In order to prove the second equality in (11.172), observe that for each point \(y \in V(\varepsilon) \setminus W(\varepsilon)\) we have \(M^{-1}|y| \leq |B(y)| < \varepsilon\), so that \(|y| < \varepsilon M\). That is,

\[
y \in V(\varepsilon) \setminus W(\varepsilon) \implies |y| < \varepsilon M \quad \text{and} \quad |B(y)| < \varepsilon. \tag{11.176}
\]

Based on this, we may conclude that

\[
y \in V(\varepsilon) \setminus W(\varepsilon) \implies |(DB)(0)y| \leq |(DB)(0)y - B(y)| + |B(y)| \leq \varepsilon M \eta_B(\varepsilon M) + \varepsilon \tag{11.177}
\]
and, further,
\[ y \in V(\varepsilon) \setminus W(\varepsilon) \implies \varepsilon < |(DB)(0)y| \leq \varepsilon M \eta_B(\varepsilon M) + \varepsilon. \tag{11.178} \]

From (11.176) and (11.178) we may therefore conclude that
\[ V(\varepsilon) \setminus W(\varepsilon) \subseteq Z(\varepsilon; M \eta_B(\varepsilon M); (DB)(0)) \tag{11.179} \]

where we have set
\[ Z(\varepsilon; a; R) := \{ y \in \mathbb{R}^n : \varepsilon < |Ry| \leq \varepsilon a + \varepsilon \}, \]
if \( \varepsilon > 0, a > 0, \) and \( R \) is a \( m' \times n \) matrix of rank \( n \).

Let \( \mathcal{H}_N^k \) be the \( k \)-dimensional Hausdorff measure in \( \mathbb{R}^N \). To estimate the size of \( Z(\varepsilon; a; R) \), we first note that
\[ Z(\varepsilon; a; R) = \varepsilon Z(1; a; R), \quad \forall \varepsilon > 0. \tag{11.180} \]

On the other hand, if we set \( H_n := \{ Ry : y \in \mathbb{R}^n \} \) then, since \( R \) is a rank \( n \) matrix, \( H_n \) is an \( n \)-dimensional plane in \( \mathbb{R}^{m'} \) and \( R : \mathbb{R}^n \to H_n \) is a linear isomorphism. Hence,
\[ \mathcal{H}_n^m(Z(1; a; R)) = \mathcal{H}_n^m(\{ y \in \mathbb{R}^n : 1 < |Ry| \leq a + 1 \}) \leq C \mathcal{H}_m^{n'}(\{ Y \in H_n : 1 < |Y| \leq a + 1 \}). \tag{11.182} \]

Simple geometric considerations show that the
\[ \lim_{a \to 0} \mathcal{H}_m^{n'}(\{ Y \in H_n : 1 < |Y| \leq a + 1 \}) = 0. \tag{11.183} \]

From this, (11.181), (11.179) and the fact that \( \eta_B(\varepsilon M) \to 0 \) as \( \varepsilon \to 0 \), we finally deduce that
\[ \lim_{\varepsilon \to 0} \frac{\mathcal{H}_n^m(V(\varepsilon) \setminus W(\varepsilon))}{\varepsilon^m} = 0. \tag{11.184} \]

Since the expression \( \frac{1}{|x-y|^n} F \left( \frac{A(x)-A(y)}{|x-y|} \right) \) restricted to \( V(\varepsilon) \setminus W(\varepsilon) \) (itself, a subset of \( \{ y \in \mathbb{R}^n : \varepsilon M > |y| > \varepsilon \|(DB)(0)\|^{-1} \}) \) is pointwise of the order \( \varepsilon^{-n} \), we conclude that the integral of this function over the set \( V(\varepsilon) \setminus W(\varepsilon) \) converges to zero as \( \varepsilon \to 0 \).

Moving on, an argument analogous to (11.178) gives that
\[ \varepsilon - \varepsilon M \eta_B(\varepsilon M) < |(DB)(0)y| \leq \varepsilon, \tag{11.185} \]
uniformly for \( y \in W(\varepsilon) \setminus V(\varepsilon) \). Thus, for reasons similar to those discussed above, the integral of \( \frac{1}{|x-y|^n} F \left( \frac{A(x)-A(y)}{|x-y|} \right) \) over \( W(\varepsilon) \setminus V(\varepsilon) \) also vanishes as \( \varepsilon \downarrow 0 \), which completes the proof of the second equality in the conclusion of the lemma.

After this preamble, it is straightforward to carry out the

**Proof of Proposition 11.50.** The claim in (11.166) is an immediate corollary of Lemma 11.51 and (11.161). \( \square \)
11.12 Approximating Lipschitz domains

For various purposes, it convenient to approximate, in a suitable sense, a given Lipschitz domain with a sequence of sub-domains. Several variants can be found in the literature. See, for example, [72] and [94] for such approximating schemes involving $C^\infty$-smooth sub-domains. For us here, however, the following approximation result, proved by A.P. Calderón in [11], is particularly useful.

**Lemma 11.52** Consider a bounded Lipschitz domain $\Omega$ in $\mathbb{R}^n$, $n \geq 2$, with surface measure $\sigma$ and outward unit normal $\nu$, along with a Lipschitz vector field $\vec{h}$ on $\partial \Omega$, satisfying

$$|\vec{h}(x)| = 1 \quad \text{and} \quad \langle \vec{h}(x), \nu(x) \rangle \geq \kappa$$

for a.e. $x \in \partial \Omega$, (11.186)

where $\kappa \in (0, 1)$ is a fixed constant. Let $\Omega_t$ be the subset of $\Omega$ defined by

$$\Omega_t := \Omega \setminus \{x - s\vec{h}(x) : x \in \partial \Omega, \ 0 < s < t\}.$$  \hspace{1cm} (11.187)

Then there exists a small positive number $t_o$, depending only on the Lipschitz character of $\Omega$, the Lipschitz constant of $\vec{h}$, $n$, and $\kappa$, such that the following hold.

(i) Whenever $0 < t < t_o$, $\Omega_t$ is a Lipschitz domain and

$$\partial \Omega_t = \{x - t\vec{h}(x) : x \in \partial \Omega\}. \hspace{1cm} (11.188)$$

(ii) There exists a covering of $\partial \Omega$ with finitely many coordinate cylinders which also form a family of coordinate cylinders for $\partial \Omega_t$, for each $t \in (0, t_o)$. Moreover, for each such cylinder $C(r, h)$, if $\varphi$ and $\varphi_t$ are the corresponding Lipschitz functions whose graphs describe the boundaries of $\Omega$ and $\Omega_t$ respectively in $C(r, h)$, then $\|\nabla \varphi_t\|_{L^\infty} \leq \|\nabla \varphi\|_{L^\infty}$ and $\nabla \varphi_t \to \nabla \varphi$ pointwise a.e. as $t \to 0^+$.

(iii) Consider the mapping $F_t : \mathbb{R}^n \to \mathbb{R}^n$ defined by $F_t(x) := x - t\vec{h}(x)$. Then $F_t$ is bi-Lipschitz, uniformly in $t \in (0, t_o)$. As a consequence,

$$\Lambda_t : \partial \Omega \longrightarrow \partial \Omega_t, \quad \Lambda_t(x) := x - t\vec{h}(x), \quad x \in \partial \Omega,$$  \hspace{1cm} (11.189)

is a bi-Lipschitz function for each $t \in (0, t_o)$ and the Lipschitz constants of $\Lambda_t$ and $\Lambda_t^{-1}$ are uniformly bounded in $t$.

(iv) For every $t \in (0, t_o)$ and every $x \in \partial \Omega$, there holds $\Lambda_t(x) \in \Gamma(x)$ and

$$\sup_{x \in \partial \Omega} |x - \Lambda_t(x)| \leq Ct,$$  \hspace{1cm} (11.190)

for some finite, positive constant $C = C(\Omega, \vec{h})$.  
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(v) For each \( t \in (0, t_0) \), there exist positive functions \( \omega_t : \partial \Omega \to \mathbb{R}_+ \), bounded away from zero and infinity uniformly in \( t \), such that, for any measurable set \( F \subset \partial \Omega \),

\[
\int_F \omega_t \, d\sigma = \int_{\Lambda_t(F)} d\sigma_t,
\]

where \( d\sigma_t \) denotes the surface measure on \( \partial \Omega_t \). In addition,

\[
\sup_{x \in \partial \Omega} |1 - \omega_t(x)| \leq Ct, \quad \forall \ t \in (0, t_0),
\]

where \( C \) is as before.

(vi) If \( \nu_t \) is the outward unit normal vector to \( \partial \Omega_t \), then, with \( C \) as above,

\[
\sup_{x \in \partial \Omega} |\nu_t(x) - \nu_t(\Lambda_t(x))| \leq Ct, \quad \forall \ t \in (0, t_0).
\]

We wish to complement this lemma with several related results (working in the same context as above). First, consider a function \( k \in C^N(\mathbb{R}^n \setminus \{0\}) \), \( k(-x) = -k(x) \), \( k(\lambda x) = \lambda^{1-n}k(x) \) if \( \lambda > 0 \), \( (11.194) \)

where \( N = N(n) \) is a sufficiently large integer. To this, we associate the singular integral operator

\[
Tf(x) := \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} k(x - y)f(y) \, d\sigma(y), \quad x \in \partial \Omega.
\]

(11.195)

Furthermore, let \( T_t, t \in (0, t_0) \), denote the version of the integral operator (11.195) written for \( \partial \Omega_t \) in place of \( \partial \Omega \).

We claim that for each \( p \in (1, \infty) \), there exists \( C(\Omega, \tilde{h}, k, p) > 0 \) with the property that

\[
\|T_t(f \circ \Lambda_t^{-1}) \circ \Lambda_t - Tf\|_{L^p(\partial \Omega)} \leq C t \|f\|_{L^p(\partial \Omega)}, \quad \forall \ t \in (0, t_0).
\]

(11.196)

To prove this claim, for \( x \in \partial \Omega \) and \( t \in (0, t_0) \) we write

\[
T_t(f \circ \Lambda_t^{-1})(\Lambda_t(x)) = \lim_{\varepsilon \to 0^+} \int_{\partial \Omega_t} k(\Lambda_t(x) - y')f(\Lambda_t^{-1}(y')) \, d\sigma_t(y')
\]

\[
= \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} k(\Lambda_t(x) - \Lambda_t(y))f(y)\omega_t(y) \, d\sigma(y)
\]
\[ \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} k(F_t(x) - F_t(y)) f(y) \omega_t(y) \, d\sigma(y) \]

\[ = \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} k(\Lambda_t(x) - \Lambda_t(y)) f(y) \omega_t(y) \, d\sigma(y). \]  

(11.197)

Above, the first equality follows from (11.195), the second from (11.191), the third uses the definition of \( F_t \) introduced in (iii) in Lemma 11.52, and the fourth is a consequence of results in § 11.11. Consequently,

\[ T_t(f \circ \Lambda_t^{-1})(\Lambda_t(x)) - T f(x) = R_t^1 f(x) + R_t^2 f(x), \]  

(11.198)

where, for \( x \in \partial \Omega \) and \( t \in (0, t_o) \), we have set

\[ R_t^1 f(x) := \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} k(\Lambda_t(x) - \Lambda_t(y)) f(y) [\omega_t(y) - 1] \, d\sigma(y), \]  

(11.199)

\[ R_t^2 f(x) := \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} [k(\Lambda_t(x) - \Lambda_t(y)) - k(x - y)] f(y) \, d\sigma(y). \]  

(11.200)

The operator \( R_t^1 \) is amenable to Calderón-Zygmund theory (either directly, or after changing variables back to \( \partial \Omega_t \)) and, by (11.192), we thus obtain

\[ \| R_t^1 f \|_{L^p(\partial \Omega)} \leq C \| [\omega_t - 1] f \|_{L^p(\partial \Omega)} \leq C t \| f \|_{L^p(\partial \Omega)}, \]  

(11.201)

uniformly for \( t \in (0, t_o) \). As for the contribution from \( R_t^2 f \), first note that, by the Mean Value Theorem,

\[ R_t^2 f(x) = \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} [k(\Lambda_t(x) - \Lambda_t(y)) - k(x - y)] f(y) \, d\sigma(y) \]

\[ = t \int_0^1 R_{t, \theta}^2 f(x) \, d\theta, \]  

(11.202)

where, for \( x \in \partial \Omega \), \( t \in (0, t_o) \) and \( \theta \in [0, 1] \), we have set

\[ R_{t, \theta}^2 f(x) := \lim_{\varepsilon \to 0^+} \int_{\partial \Omega} (\nabla k)(x - y - \theta t(h(x) - h(y)))(h(x) - h(y)) f(y) \, d\sigma(y). \]  

(11.203)

By Calderón-Zygmund theory, we have
where

$$\|R^2_{t,\theta}f\|_{L^P(\partial\Omega)} \leq C\|f\|_{L^P(\partial\Omega)},$$

(11.204)

uniformly for \(t \in (0,t_o)\) and \(\theta \in [0,1]\). From this and (11.202), we then obtain

$$\|R^2_{t}f\|_{L^P(\partial\Omega)} \leq C\|f\|_{L^P(\partial\Omega)},$$

(11.205)

uniformly for \(t \in (0,t_o)\). In concert, (11.201), (11.205) and (11.198) prove (11.196).

Next, we claim that if \(1 \leq j, k \leq n\) and \(1 < p < \infty\), then there exists \(C > 0\) such that

$$\|\partial_{\tau jk}f - [\partial_{\tau jk}(f \circ \Lambda_t^{-1})] \circ \Lambda_t\|_{L^P(\partial\Omega)} \leq C\|\nabla_{\tau}f\|_{L^P(\partial\Omega)}, \quad \forall t \in (0,t_o),$$

(11.206)

where \(\partial_{\tau jk}\) is the tangential derivative operator on \(\partial\Omega\) introduced in (2.14), and \(\partial_{\tau jk}^\tau\) is its version relative to \(\partial\Omega_t\). Of course, it suffices to prove the pointwise inequality

$$|\partial_{\tau jk}f - [\partial_{\tau jk}(f \circ \Lambda_t^{-1})] \circ \Lambda_t| \leq C\|\nabla_{\tau}f\| \text{ on } \partial\Omega, \quad \forall t \in (0,t_o),$$

(11.207)

where \(\nabla_{\tau}\) is the tangential gradient on \(\partial\Omega\). To see this, bring in (11.152) written for the change of variable mapping \(F_t(x) = x - t\cdot h(x)\). Using the fact that

$$DF_t = I + O(t), \quad DF_t^{-1} = I + O(t), \quad (DF_t^{-1})^\top = I + O(t), \quad t \in (0,t_o),$$

(11.208)

and recalling (11.193), we obtain from (11.152) and (11.149) that

$$\partial_{\tau jk}^\tau(f \circ \Lambda_t^{-1}) = \frac{[(\nabla_{\tau}f) \circ F_t^{-1} \otimes (DF_t^{-1})^\top (\nu \circ F_t^{-1})]_{kj}}{|(DF_t^{-1})^\top (\nu \circ F_t^{-1})|_{kj}} - \frac{[(DF_t^{-1})(\nu \circ F_t^{-1}) \otimes (\nabla_{\tau}f) \circ F_t^{-1}]_{kj}}{|(DF_t^{-1})^\top (\nu \circ F_t^{-1})|_{kj}} + O(t(|\nabla_{\tau}f| \circ F_t^{-1})),

= \frac{[(\nabla_{\tau}f) \circ \Lambda_t^{-1} \otimes \nu_t]_{kj} - [(\nu_t \circ (\nabla_{\tau}f) \circ \Lambda_t^{-1})]_{kj}}{|(DF_t^{-1})^\top (\nu \circ F_t^{-1})|_{kj}} + O(t(|\nabla_{\tau}f| \circ F_t^{-1})),

= (\nu_t)_{k}(\nabla_{\tau}f)_{k} \circ \Lambda_t^{-1} - (\nu_t)_{k}(\nabla_{\tau}f)_{k} \circ \Lambda_t^{-1} + O(t(|\nabla_{\tau}f| \circ \Lambda_t^{-1})),

= (\nu \circ \Lambda_t^{-1})_{k}(\nabla_{\tau}f)_{k} \circ \Lambda_t^{-1} - (\nu \circ \Lambda_t^{-1})_{k}(\nabla_{\tau}f)_{k} \circ \Lambda_t^{-1} + O(t(|\nabla_{\tau}f| \circ \Lambda_t^{-1})),

= (\partial_{\tau jk}f) \circ \Lambda_t^{-1} + O(t(|\nabla_{\tau}f| \circ \Lambda_t^{-1})).$$

(11.209)

This clearly implies (11.207).

**Lemma 11.53** In the context of Lemma 11.52, let \(K_\lambda\) be the double layer potential operator for the Stokes system on \(\partial\Omega\), and denote by \(K_\lambda^t\) the corresponding operator considered on \(\partial\Omega_t\). Then for each \(p \in (1,\infty)\),

$$\|K_\lambda f - [K_\lambda^t(f \circ \Lambda_t^{-1})] \circ \Lambda_t\|_{L^p_t(\partial\Omega)} \leq C\|f\|_{L^p_t(\partial\Omega)}, \quad \forall t \in (0,t_o),$$

(11.210)

where \(C > 0\) depends only on \(\Omega\) and \(p\).
Proof. Fix \( f \in L^p_1(\partial\Omega) \) with \( \|f\|_{L^p_1(\partial\Omega)} = 1 \). Also, recall from (4.98) that there exist Calderón-Zygmund type operators \( T_{jkr} \) on \( \partial\Omega \), along with their counterparts \( T_{jkr}^t \) on \( \partial\Omega_t \), for which the following commutation identities hold:

\[
\partial_{jk} K_\lambda = T_{jkr} \partial_{rs}, \quad \partial_{jk} K_\lambda^t = T_{jkr}^t \partial_{rs}^t, \quad \forall j,k \in \{1, \ldots, n\}.
\] (11.211)

Turning to (11.210) in the earnest, we first note that

\[
\|K_\lambda f - [K_\lambda^t(f \circ \Lambda_t^{-1})] \circ \Lambda_t\|_{L^p(\partial\Omega)} \leq Ct, \quad \forall t \in (0, t_o),
\] (11.212)

by (11.196) (and (11.193)). Fix now \( j,k \in \{1, \ldots, n\} \) and consider

\[
\|\partial_{jk}(Kf) - \partial_{jk}([K^t(f \circ \Lambda_t^{-1})] \circ \Lambda_t)\|_{L^p(\partial\Omega)}.
\] (11.213)

Given the goal we have in mind, it is permissible to replace terms in (11.213) with other expressions that differ from these by residues whose \( L^p \) norm on \( \partial\Omega \) is \( O(t) \). With this convention in mind, \( \partial_{jk}([K^t(f \circ \Lambda_t^{-1})] \circ \Lambda_t) \) can then be replaced, thanks to (11.206) and (11.211), by

\[
[K^t(f \circ \Lambda_t^{-1})] \circ \Lambda_t = [T_{jkr}^t(\partial_{rs}^t(f \circ \Lambda_t^{-1}))] \circ \Lambda_t.
\] (11.214)

Going further, recall that \( \partial_{jk} K f = T_{jkr}(\partial_{rs} f) \) and note that this last term can be replaced by \( [T_{jkr}^t((\partial_{rs} f) \circ \Lambda_t^{-1})] \circ \Lambda_t \), by (11.196). This matches the last expression in (11.214), up to an error that can be estimated as follows:

\[
\|(\partial_{jk} f) \circ \Lambda_t^{-1} - (\partial_{jk} f \circ \Lambda_t^{-1})\|_{L^p(\partial\Omega_t)} \approx \|\partial_{jk} f - (\partial_{jk} f \circ \Lambda_t^{-1})\|_{L^p(\partial\Omega)} = O(t),
\] (11.215)

by (11.191) and (11.206). Thus, all errors have been shown to have proper control, and the estimate (11.210) is proved. \( \square \)
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