Math 543/653: Stochastic Process
HW 45

Instructor: Songfeng (Andy) Zheng

Problem 1. A Markov Chain X, X7, Xs, - state space {0,1,2}, and has the transition
probability matrix
0.1 0.1 0.8
P=1]02 02 06
0.3 03 04

In the long run, what fraction of time does the process spend in state 17

Problem 2. Consider a Markov chain with state space {0, 1,2,3}. Suppose the transition
probability matrix is

0.1 05 0 04
0 0 1 O
b= 0 0 0 1
10 0 0

Determine the limiting distribution for the process.

Problem 3. Consider a Markov chain with state space {0, 1,2,3,4,5}, and the transition
probability matrix is

Q1 Qg (3 4 A5 Og
1 0 0 0 0 O
O 1 0 0 0 O
P= O 0 1 0 0 O
O 0 o0 1 0 O
O 0 0 o0 1 0

where o; > 0, and >~ a; = 1. Determine the limiting probability of being in state 0.

Problem 4. For a finite state regular Markov chain, determine the following limits in terms
of the transition probabilities P = || P;;|| and the limiting distribution 7 = (mg, - - -, 7 ):

C. llmn_,oo P(Xn—l = k?,Xn = j|X0 = ’L) .



Problem 5. Consider a Markov chain with state space {0,1,---, N}, and the transition
probability matrix is

Po pPr P2 -+ DN

PN  Po P1 - DPN-1
P=| PN-1 PN Do "*° DPN-2

D1 b2 pP3 -+ Do

where 1 > py > 0, and py + p1 + ---py = 1. Determine the limiting distribution for the
process.

Problem 6. Let P be the transition probability matrix of a finite state regular Markov chain,
and let II be the matrix whose rows are the limiting distribution 7. Define () = P — II.

a. prove P" =11+ Q™.

b. When
1/2 1/2 0
P=|1/4 1/2 1/4 |,
0 1/2 1/2

please find an explicit expression for )", and then for P™.



